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Executive Summary

This Policy Brief (“Brief”), developed by the Global Network Initiative (GNI) and its 
multistakeholder AI Working Group (AIWG), establishes a framework for understanding the 
human rights implications of government interventions in artificial intelligence (AI), with a 
particular focus on the rights to freedom of expression, privacy, and non-discrimination.

This analysis is informed by the diverse perspectives and expertise of the AIWG and GNI’s broader 
membership, as well as GNI’s 17+ years of experience in working collaboratively with tech 
companies, civil society, investors, and academics to understand and guide responsible business 
conduct.1 The Annex to this Brief unpacks the GNI framework and examines its applicability to AI-
related corporate conduct in more detail.

The Brief articulates a taxonomy of five broad categories of government interventions (“hard” 
and “soft” governance, investment, procurement, and informal influence) across three segments 
of the AI value chain (AI infrastructure, development, and deployment). It provides illustrative 
examples of each category of government intervention in the context of each aspect of the value 
chain. The Brief unpacks the international human rights to freedom of expression, privacy, and 
non-discrimination at a high-level before concluding with recommendations for governments, 
companies and civil society. 

This analysis reveals both opportunities to advance human rights and risks of rights violations 
from government interventions in AI. Illustrative examples from diverse regions demonstrate 
this duality: interventions such as mandatory human rights assessments, risk-tiered taxonomies 
of use-cases with corresponding levels of required risk management, privacy laws, investments 
to enhance public access, and rights-protecting procurement guidelines can promote and 
protect human rights. By contrast, overbroad censorship mandates, discriminatory surveillance, 
restrictive export controls, and the absence of rights-protecting laws and regulations and related 
state capacity lead to negative rights impacts and entrenched inequalities.

Using international human rights law to ground government interventions in AI, as well as 
responses to them, facilitates the protection of rights and helps in building public trust, thereby 
guiding future AI developments toward inclusive and sustainable progress.

1 For more information on GNI’s framework for responsible tech company conduct and unique assessment process, see here and here.

https://globalnetworkinitiative.org/gni-principles/
https://globalnetworkinitiative.org/what-we-do/foster-accountability/
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Introduction
SECTION 1

The Global Network Initiative (“GNI”) is the leading multistakeholder forum for accountability, 
shared learning, and collective advocacy on government and company policies and practices 
at the intersection of technology and human rights. GNI sets a global standard for responsible 
company decision-making to promote and advance freedom of expression and privacy rights 
across the technology ecosystem.

The rapid development of artificial intelligence (“AI”) is increasingly influencing the information 
environment with associated impacts on human rights, including freedom of expression and 
privacy.2 While there is substantial literature on the conduct of AI risk assessments, much of it 
focuses on broadly defined concepts of AI safety, AI ethics, and responsible AI, which are not 
grounded in international human rights norms and do not provide clear, consistent guidance on 
identifying and mitigating human rights risks.3 Other analyses provide taxonomies of government 
interventions in AI, but again without focusing on human rights.4 Meanwhile, resources related 
to human rights and AI often do not focus on the significant roles played by governments in the 
development of relevant national and international AI landscapes.5 

And yet governments around the world are increasingly intervening in the infrastructure, 
development, and deployment of AI systems, with significant implications for human rights. 
Governments influence AI through policies, regulations, deployments, and investments that can 
either safeguard or undermine a broad range of human rights, including but not limited to the 
rights to freedom of expression, privacy, and non-discrimination. The framework provided by 
international human rights law provides many benefits, including a shared, global set of norms to 
evaluate interventions by state actors and to hold them accountable.6 A rights-based approach 
helps ensure that government action supports transparency, due process, accountability,  

2 For the purposes of this Brief, GNI will use the OECD definition of AI as “...a machine-based system that, for explicit or implicit objectives, infers, 
from the input it receives, how to generate outputs such as predictions, content, recommendations, or decisions that can influence physical or 
virtual environments. Different AI systems vary in their levels of autonomy and adaptiveness after deployment.” For the avoidance of doubt, this 
Brief is not limited to Generative AI.

3 For example, NIST’s AI Risk Management Framework or the UK Government’s AI Management Essentials Tool (AIME), among others.
4 For example, CFR’s Taxonomy for Navigating the Global Landscape of AI Regulation
5 For example, ECNL on the rights impacts of LLMs in content moderation, The Future of Free Speech and CDT’s Artificial Intelligence & The First 

Amendment, CDT’s AI Governance Lab and BSR’s Human Rights Across the Generative AI Value Chain. Some literature from GNI members do 
provide a focused analysis of some government interventions in AI, such as Article 19’s Red Lines for AI on government surveillance.

6 Pielemeier, J., “AI & Global Governance: The Advantages of Applying the International Human Rights Framework to Artificial Intelligence,” UN 
University Center for Policy Research (Feb. 26, 2019). 

https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/03/explanatory-memorandum-on-the-updated-oecd-definition-of-an-ai-system_3c815e51/623da898-en.pdf
https://www.nist.gov/itl/ai-risk-management-framework
https://assets.publishing.service.gov.uk/media/672a5706094e4e60c466d19f/AI_Management_Essentials_tool_Self-Assessment.pdf
https://arxiv.org/pdf/2505.13673
https://ecnl.org/publications/algorithmic-gatekeepers-impacts-llm-content-moderation-civic-space-and-human-rights
https://futurefreespeech.org/symposium-artificial-intelligence-the-first-amendment-protecting-free-speech-in-the-ai-era/
https://futurefreespeech.org/symposium-artificial-intelligence-the-first-amendment-protecting-free-speech-in-the-ai-era/
https://cdt.org/cdt-ai-governance-lab/
https://www.bsr.org/en/reports/human-rights-across-the-generative-ai-value-chain
https://www.article19.org/wp-content/uploads/2024/09/Ai-Red-Lines-report_V9_0924.pdf
https://unu.edu/cpr/blog-post/ai-global-governance-advantages-applying-international-human-rights-framework
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protecting individuals from harm,promoting global trust in AI governance, and providing the 
necessary legal recourse and remedies should individuals be subjected to any harm.

GNI, through its multi-stakeholder AI Working Group (“AIWG”), has produced this Policy Brief 
(“Brief”) to help clarify and articulate the human rights implications of government interventions 
in AI, and put forward rights-respecting recommendations for government, company, and civil 
society stakeholders. This Brief draws upon responsible business conduct frameworks, insights 
from GNI’s multi-stakeholder membership, and GNI’s seventeen years of work seeking to uphold 
freedom of expression and privacy across the tech sector.

This Brief presents a high-level framework for understanding government interventions. It is 
intended to help government officials across various branches, levels, and roles, as well as other 
stakeholders, understand the implications of government action on the rights to freedom of 
expression, privacy, and non-discrimination, so that decisions can be designed and scoped in 
accordance with human rights principles. All government actions should be evaluated across the 
full range of cultural, civil, economic, labor, political, and social rights. While this Brief focuses on 
freedom of expression, privacy and non-discrimination, which GNI considers to be particularly 
salient to AI, the interpretative principles outlined in Section 5 can and should help inform 
broader human rights analyses. 

The Brief is informed and substantiated by scenarios that were publicly available or foreseeable 
as of late 2025. While it does not provide in-depth or conclusive analysis on any such examples or 
scenarios, the Brief is intended to help inform such analysis by GNI,  its members, and other key 
actors going forward. In this Brief, we use hyperlinks when referring directly to specific examples 
or concepts, while using footnotes where additional explanation or description is needed.
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The AI Value Chain
SECTION 2

Understanding where and how government interventions occur within the AI ecosystem requires 
a clear understanding of the AI value chain. While a number of models for explaining the AI value 
chain exist, GNI has chosen to use the following, simplified three-part AI value chain for the 
purpose of this Brief:7

7 For example, BSR: Human Rights Across the Generative AI Value Chain, OECD: Artificial Intelligence & Responsible Business Conduct, 
French Treasury: The Artificial Intelligence Value Chain

Value Chain Stage Description Example of Company Actors

Infrastructure Encompasses the broad range 
of physical and digital inputs 
necessary for AI products 
and services to be developed 
and deployed, including 
hardware (e.g., chips/GPUs), 
infrastructure (e.g., cloud and 
data centers, hosting), and 
inputs (e.g., data, energy, and 
scientific knowledge).

Semiconductors: NVidia, 
Broadcom, Google, Meta, etc.

Data Centers: Amazon, 
Google, Microsoft, Cloudflare, 
etc.

Host: Hugging Face, GitHub, 
etc.

Energy: Utility companies

Development Upstream actions taken to 
design, test, prepare, and 
produce and update AI 
products/services, including: 
collecting, refining/curating, 
and labeling training data; 
designing, testing, training, 
and evaluating models; and 
work to identify and tailor AI 
tools to specific use cases/
business models.

Data: Scale AI, Appen, iMerit, 
etc.

Model Developers:
OpenAI, Google, Anthropic, 
Meta, Baidu, Alibaba, etc.

https://www.bsr.org/en/reports/human-rights-across-the-generative-ai-value-chain
https://mneguidelines.oecd.org/RBC-and-artificial-intelligence.pdf
https://www.tresor.economie.gouv.fr/Articles/2024/12/05/the-artificial-intelligence-value-chain-what-economic-stakes-and-role-for-france
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8 The definition of deployers here is distinct from the EU AI Act’s definitions, which excludes personal (i.e. non-professional) AI use.

Deployment8 Downstream actions and 
scenarios that can take place 
after AI services/products are 
put into use at a commercial 
or public scale. This would 
cover both intended, 
prescribed uses, as well as 
unintended uses, whether 
or not they are explicitly 
proscribed by a developer, 
deployer, or government. Also 
covers initial deployment and 
updates thereof.

Model Deployers: Most model 
developers also deploy, as do 
numerous GNI members, third 
parties and smaller companies, 
as well as individual end users.

https://artificialintelligenceact.eu/article/3/
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Types of Government 
Intervention in AI

SECTION 3

Various types of government interventions in AI could impact the extent and manner in which AI 
services are developed, deployed, and used, leading to commensurate impacts on rightsholders. 
This section of the Brief outlines five types of known and foreseeable government interventions 
in AI, including actions and inactions:9

9 CFR’s Taxonomy for Navigating the Global Landscape of AI Regulation divides hard and soft governance interventions in a similar manner

Type of Intervention Description

“Hard” governance Binding legal, regulatory, and judicial measures that establish 
conditions for, align liability around, or otherwise govern the use 
and impact of AI nationally or in specific sectors. These actions 
are mostly domestic but can also be extraterritorial in their 
intended or unintended impact (e.g., export controls, binding 
treaty commitments, court orders). They can be AI-specific (e.g. 
EU AI Act), or general but applicable to AI (e.g. copyright laws, 
data protection laws).

“Soft” governance Actions that governments may or may not take to establish, 
support, or incentivize (positively or negatively) the development 
of non-binding standards, guidelines, or principles directed 
specifically toward AI. These actions can be taken domestically 
or multilaterally.

Investment The use of public resources and/or the incentivization/ 
coordination of private investments (e.g., public-private 
partnerships) that facilitate or direct AI-related research and 
development (e.g., funding scientific research), establish 
infrastructure and technical conditions for AI-development 

https://arxiv.org/pdf/2505.13673
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(e.g., developing compute capabilities, aka “sovereign AI”), or 
support particular sub-sectors or actors within the larger AI-
sector (e.g., providing seed capital to start-ups or investing in 
national champions, or providing subsidies or tax incentives for 
deployments). 

Procurement & 
usage

Ways that governments can use their purchasing power to 
incentivize or otherwise impact the development of AI products 
and services, as well as the various ways that governments 
themselves may set conditions for the deployment of AI by the 
public sector, including via private sector actors.

Diffuse & informal 
interventions

Actions that governments take that (i) are not specifically 
focused on but are likely to impact the development and 
deployment of AI (e.g., energy policy, educational investments), 
as well as those that (ii) are specifically focused on AI but are 
more informal and often less-transparent (e.g., commercial 
diplomacy on behalf of domestic companies, “revolving doors,” 
jaw-boning).
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Taxonomy of Government 
Involvement Across the 
AI Value Chain

SECTION 4

Based on the framing described in Sections 2 and 3, the taxonomy in this section will be 
structured according to the table below, in value-chain order. The sub-sections of each part of the 
taxonomy are shown within the table:

The descriptive content in each sub-section is supplemented with citations to existing proposed 
or documented actions by governments across the world. These citations are not exhaustive, but 
were chosen to represent relevant, high-profile examples from both the Global North and Global 
South based on open-source investigations conducted in mid-2025. The analysis of rights impacts 
(Section 5) and recommendations (Section 6) also draws upon the examples discussed in this 
section.

St
ag
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I v

al
ue
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ha

in

“Hard” 
governance

“Soft” 
governance

Investment Procurement & 
usage

Diffuse & 
informal 
interventions

Infrastructure
4.1.1 4.1.2 4.1.3 4.1.4 4.1.5

Development
4.2.1 4.2.2 4.2.3 4.2.4 4.2.5

Deployment
4.3.1 4.3.2 4.3.3 4.3.4 4.3.5
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Governments are increasingly securing AI semiconductor supply chains and restricting technology 
transfers for national security purposes, as well as promoting self-sufficiency, and economic 
development. Measures deployed include mandates for public investments in AI infrastructure 
(which will be discussed under “Investments in AI infrastructure”), and conditional local content 
requirements.10

Additionally, some countries have imposed export controls on advanced semiconductor 
equipment and high-performance AI chips, primarily on national security grounds.11 In 
some cases, these approaches have been expanded in order to address concerns around 
circumvention, where potentially intrusive chip tracking mechanisms have been explored.12 In 
addition, some countries have cited the illegal use of restricted technologies to justify broad bans 
on certain commercial semiconductors.13

4.1.1 “Hard” Governance in AI Infrastructure

10 For example, in the US and China
11 Examples include controls on advanced lithography equipment from the Netherlands and Japan, the U.S. October 7, 2022 Export Administration 

Regulations update, the U.S. AI diffusion rule, and Taiwan’s ban of exports to specific Chinese companies. 
12 The emergence of Deepseek raised concerns in the United States about circumvention of controlled semiconductors via third countries, 

prompting the Commerce Department’s recommendations on diversion risks and legislative proposals like the Chip Security Bill, which could 
introduce chip tracking mechanisms.

13 For instance, the U.S. has restricted use of Huawei Ascend AI semiconductors due to alleged illegal use of U.S.–origin technologies.

AI Infrastructure
4.1

While most AI infrastructure interventions tend to involve legislation, regulation, investments 
(see subsection below), or some combination of all three, some governments have adopted a 
soft policy approach to AI infrastructure. For example, the UK has developed AI Growth Zones to 
stimulate the rapid deployment of AI data centres, while its National Semiconductor Strategy calls 
for the UK to retain its leading position in semiconductor R&D and design, both without the use 
of dedicated investment or legislative instruments. 

4.1.2 “Soft” Governance in AI Infrastructure

https://www.reuters.com/technology/artificial-intelligence/biden-issue-executive-order-ensure-power-ai-data-centers-2025-01-14
https://asia.nikkei.com/Business/Automobiles/China-asks-carmakers-to-use-up-to-25-local-chips-by-2025
https://www.government.nl/latest/news/2024/09/06/the-netherlands-expands-export-control-measure-advanced-semiconductor-manufacturing-equipment
https://www.techmonitor.ai/hardware/silicon/japan-restricts-chip-equipment-exports
https://www.cov.com/en/news-and-insights/insights/2023/10/us-expands-october-7-2022-export-controls-restrictions-on-advanced-computing-and-semiconductor-manufacturing-items
https://www.omm.com/insights/alerts-publications/trump-administration-modifies-direction-of-regulating-ai-chips
https://apnews.com/article/china-taiwan-huawei-smic-export-restrictions-semiconductor-6f43d0b9f34d39258ca3e3c1406d9055
https://www.techpolicy.press/us-house-select-committee-report-accuses-deepseek-of-spying-and-circumventing-export-controls-on-chips/
https://www.bis.gov/media/documents/ai-counter-diversion-industry-guidance-may-13-2025.pdf
https://datacentremagazine.com/technology-and-ai/the-chip-security-act-and-its-impact-on-the-ai-sector
https://www.bis.gov/media/documents/general-prohibition-10-guidance-may-13-2025.pdf
https://www.techuk.org/resource/government-opens-formal-bid-process-for-ai-growth-zones.html
https://www.gov.uk/government/publications/national-semiconductor-strategy


13Policy Brief on Government Interventions in AI

Beyond the legal mandates for local sourcing of technology mentioned earlier, officials in China 
have also informally pressured local companies to source locally produced AI semiconductors. 
In relation to data infrastructure, governments hosting data enrichment workers, such as Kenya, 
have participated in ILO-led national social dialogue to promote decent work conditions for such 
workers.

Governments worldwide have committed public resources for the domestic development of AI 
hardware and software, semiconductor manufacturing capabilities, and local AI datacenters. 
Selected examples include the development of an indigenous GPU as part of the INDIAai 
initiative, financing for semiconductor manufacturing in Europe in the European Chips Act 
(and similarly in the U.S. Chips Act), South Korea’s $1 billion fund for local semiconductor 
manufacturers, Brazil’s $4 billion fund to (among others) invest in AI infrastructure, and Canada’s 
AI Compute Challenge fund to spur private-sector data centres in Canada that specialize in AI 
compute. 

Governments also provide in-kind investments (including subsidies) to incentivise local 
infrastructure development, for example, the US facilitates leasing federal sites owned by the 
Defense and Energy departments with rapid access to large amounts of clean energy for AI data 
centers and new clean power facilities, in return for sourcing an “appropriate share” of American-
made semiconductors. 

In addition, governments have invested in various forms of “public compute” targeting local 
researchers and SMEs, such as Canada’s AI Compute Access Fund that funds private cloud AI 
compute, publicly funded AI supercomputer facilities in Japan, or public compute facilities and 
subsidised open GPU marketplaces as part of the INDIAai initiative.

In order to promote national AI semiconductor supply chains, governments in China and Russia 
impose local content requirements in state-procured AI infrastructure, especially semiconductors. 
Furthermore, public tenders for compute under India’s INDIAai Mission need to comply with local 
content requirements under its “Make in India” initiative.

4.1.3 Investments in AI Infrastructure

4.1.4 Procurement and Use of AI Infrastructure

https://www.taipeitimes.com/News/biz/archives/2024/09/30/2003824544
https://www.ilo.org/resource/news/social-dialogue-promotes-decent-work-kenya%E2%80%99s-digital-economy
https://www.pib.gov.in/PressReleasePage.aspx?PRID=2108810
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/european-chips-act_en
https://www.congress.gov/bill/117th-congress/house-bill/4346
https://www.reuters.com/technology/south-korea-invest-7-bln-ai-bid-retain-edge-chips-2024-04-09/#:~:text=SEOUL%2C%20April%209%20(Reuters),in%20cutting%2Dedge%20semiconductor%20chips.
https://www.reuters.com/technology/artificial-intelligence/brazil-proposes-4-billion-ai-investment-plan-2024-07-30/
https://ised-isde.canada.ca/site/ised/en/canadian-sovereign-ai-compute-strategy/ai-compute-challenge
https://www.reuters.com/technology/artificial-intelligence/biden-issue-executive-order-ensure-power-ai-data-centers-2025-01-14
https://ised-isde.canada.ca/site/ised/en/canadian-sovereign-ai-compute-strategy/ai-compute-access-fund
https://www.datacenterdynamics.com/en/news/japanese-government-to-fund-new-ai-supercomputer
https://www.pib.gov.in/PressReleasePage.aspx?PRID=2108810
https://www.pib.gov.in/PressReleasePage.aspx?PRID=2108810
https://www.semiconductors.org/wp-content/uploads/2024/09/SIA-Comments-to-USTR-Regarding-the-2024-China-WTO-Compliance-Report.pdf
https://cms-lawnow.com/en/ealerts/2020/07/russia-remains-set-on-import-substitution-for-state-procured-goods
https://www.drishtiias.com/daily-updates/daily-news-analysis/revised-procurement-norms-for-ai-computing
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Beyond the formal interventions mentioned above, some governments use informal methods 
to influence the direction of public and private sector decision-making. For example, when 
allegations emerged that Singapore was being used to trans-ship export-controlled NVIDIA 
GPUs to China, a government minister clarified that Singapore is not legally bound to enforce 
the unilateral export controls of other countries, but that companies operating in Singapore are 
expected to consider such regulations when relevant, effectively placing informal expectations on 
Singapore-based trading firms.

4.1.5 Diffuse and Informal Interventions in AI Infrastructure

https://thediplomat.com/2025/02/is-chinas-deepseek-using-smuggled-ai-chips-from-singapore/
https://www.channelnewsasia.com/singapore/nvidia-ai-chips-us-export-controls-singapore-deepseek-china-4944231
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Governments globally are increasingly regulating how AI models are developed, with risk 
management requirements being the most common thread among such regulations. The EU 
AI Act, the world’s first, comprehensive, dedicated AI regulation, mandates data governance (Art. 
10), and transparency (Art. 13) for high-risk systems, while classifying some generative AI models 
as posing with systemic risk (Art. 51) triggering additional obligations (Art. 55).14 Similar laws are 
being drafted in Brazil (and other Latin American nations) and have passed in South Korea. Other 
countries, like the UK, have taken lighter or sector-specific approaches, or, like the U.S., have 
remained largely hands-off or have taken a sub-national approach. 

Regulations relevant to AI are supplemented by cross-sectoral (i.e. not AI specific) legislation 
covering topics such as data localisation, copyright, data protection in multiple jurisdictions, for 
example, GDPR and the DSA. Amidst concerns that AI regulations could hamper innovation, some 
jurisdictions have introduced AI regulatory sandboxes, sectoral in the UK and Singapore, cross-
sectoral in South Korea and Norway.15 16 In some jurisdictions, AI is being regulated under existing 
regulations, such as in India, while the need for dedicated regulations is explored. 

Liability regimes for AI have been discussed globally but are still evolving. While countries like 
China place strict liability for AI-generated content on developers under its Interim Measures 
(which has subsequently been enforced in court rulings), discussions in the EU have revolved 
around the now-withdrawn AI Liability Act, which would have introduced a presumption of 
causality requiring AI providers to prove that their system did not cause alleged harms. In some 
jurisdictions, some are seeking to use existing negligence and product liability laws to impose 
liability, as is the case in the EU under its updated Product Liability Directive.

4.2.1 “Hard” Governance in AI Development

AI Development
4.2

14 A high risk system is defined in Art. 6 of the EU AI Act
15 A controlled environment that allows developers to test and validate innovative AI systems under regulatory supervision for a limited 

time, aiming to foster innovation while identifying and mitigating potential risks.
16 There been been discussions within academia and civil society on ensuring such sandboxes are inclusive and promote responsible AI 

development

https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.whitecase.com/insight-our-thinking/ai-watch-global-regulatory-tracker-brazil
https://www.accessnow.org/wp-content/uploads/2024/02/LAC-Reporte-regional-de-politicas-de-regulacion-a-la-IA.pdf
https://ecipe.org/blog/koreas-new-ai-law-not-brussels-progeny/
https://www.steptoe.com/en/news-publications/steptechtoe-blog/uk-articulates-pro-innovation-approach-to-ai.html
https://www.gov.ca.gov/2025/09/29/governor-newsom-signs-sb-53-advancing-californias-world-leading-artificial-intelligence-industry/
https://privacymatters.dlapiper.com/2024/04/europe-the-eu-ai-acts-relationship-with-data-protection-law-key-takeaways/?utm_source=chatgpt.com
https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-services-act_en
https://www.oecd.org/content/dam/oecd/en/publications/reports/2023/07/regulatory-sandboxes-in-artificial-intelligence_a44aae4f/8f80a0e6-en.pdf
https://www.oecd.org/content/dam/oecd/en/publications/reports/2023/07/regulatory-sandboxes-in-artificial-intelligence_a44aae4f/8f80a0e6-en.pdf
https://indiaai.s3.ap-south-1.amazonaws.com/docs/subcommittee-report-dec26.pdf
https://www.cigionline.org/static/documents/TF1_Rapson_et_al.pdf
https://www.hoganlovells.com/en/publications/chinas-proposals-to-regulate-generative-ai
https://www.twobirds.com/en/insights/2024/china/liability-of-ai-service-providers-for-copyright-infringement
https://iapp.org/news/a/european-commission-withdraws-ai-liability-directive-from-consideration
https://www.winston.com/en/blogs-and-podcasts/product-liability-and-mass-torts-digest/is-an-ai-chatbot-a-product
https://single-market-economy.ec.europa.eu/single-market/goods/free-movement-sectors/liability-defective-products_en
https://artificialintelligenceact.eu/article/6/
https://blogs.law.ox.ac.uk/oblb/blog-post/2023/05/why-we-need-regulatory-sandbox-ai
https://dig.watch/event/internet-governance-forum-2025/ws-294-ai-sandboxes-responsible-innovation-in-developing-countries
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Some governments seek to regulate training data. The EU AI Act (Art. 53(1)(c)) applies copyright 
obligations to model training datasets, and the UK is drafting similar rules. Beyond copyright, 
France, and Italy have taken GDPR-based legal actions against unauthorized use of personal data 
for model training, while China requires training datasets to be embedded with “core socialist 
values.”

Governments also regulate model outputs in some jurisdictions. For example, watermarking of 
AI-generated content is required in the EU AI Act (Art. 50) and imposes additional obligations (Art. 
55) on general-purpose AI models deemed to have systemic risk (Art. 51), as well as in China and 
India. Additionally, output filtering features in some jurisdictions: the EU AI Act (Art. 52) targets 
illegal content, while China and Russia impose stricter controls based on their own definitions 
of illegal content (which have requirements for political and ideological alignment that are not 
present in rights-protecting jurisdictions). Some EU jurisdictions (e.g. Italy) have taken a more 
prescriptive approach in their implementation of the EU Act by introducing criminal offenses 
and mechanisms for content traceability and authenticity. In addition, China specifically requires 
models to be licensed ahead of deployment as an additional way of ensuring compliance with 
censorship. 

Finally, as with AI infrastructure, national security concerns have also prompted export 
controls: for example, China restricts certain AI model exports, while the U.S. has considered 
export restrictions on model weights.

Many in civil society and even some governments argue that current laws, as well as related 
enforcement and remedy mechanisms, are insufficient to address emerging AI risks.17 These 
gaps can create challenges for accountability and transparency, meaning that the lack of strong AI 
regulation can ultimately harm human rights.

17 See examples from US and pan-African civil society

In addition to or in lieu of relying on binding regulations, some jurisdictions have enacted 
principle-based approaches to build trust and mitigate risk in model development. For 
instance, Australia’s AI Ethics Principles offer high-level, non-binding guidance on fairness, 
privacy, and accountability, emphasizing co-regulation between government, industry, and civil 
society. Meanwhile, Singapore’s AI Verify provides voluntary testing and benchmarking tools for 
responsible AI, and its Model AI Governance Framework proposes an AI governance framework 
emphasizing interoperability and accountability. Similar initiatives exist in Japan (AI Guidelines for 

4.2.2 “Soft” Governance in AI Development

https://copyrightblog.kluweriplaw.com/2025/02/03/the-ai-act-provisions-relating-to-copyright-possibility-of-private-enforcement-germany-as-an-example-part-1/
https://www.cnbc.com/2024/12/17/uk-consults-on-rules-for-using-copyrighted-content-to-train-ai-models.html
https://www.cnil.fr/sites/cnil/files/atoms/files/deliberation_of_the_restricted_committee_no_san-2022-019_of_17_october_2022_concerning_clearview_ai.pdf
https://www.garanteprivacy.it/home/docweb/-/docweb-display/docweb/9870832
https://www.ashurst.com/en/insights/new-generative-ai-measures-in-china/
https://www.nytimes.com/2016/09/02/world/asia/china-dance-socialist-values.html
https://www.nytimes.com/2016/09/02/world/asia/china-dance-socialist-values.html
https://artificialintelligenceact.eu/article/50/
https://nilayalegal.com/analysis-watermarking-of-ai-generated-content/
https://nilayalegal.com/analysis-watermarking-of-ai-generated-content/
https://www.softwareimprovementgroup.com/eu-ai-act-summary/
https://www.wired.com/story/chatbot-censorship-china-freedom-house/
https://www.aoshearman.com/en/insights/law-no-132-of-23-september-2025-italys-leadership-in-national-ai-regulation
https://techcrunch.com/2023/07/13/china-unveils-provisional-rules-for-generative-ai-services/
https://www.china-briefing.com/news/china-issues-new-export-control-regulations/
https://www.federalregister.gov/documents/2024/02/26/2024-03763/dual-use-foundation-artificial-intelligence-models-with-widely-available-model-weights#:~:text=On%20October%2030%2C%202023%2C%20President%20Biden%20signed%20the%20Executive%20order,the%20Executive%20order%20tasked%20the
https://indiaai.s3.ap-south-1.amazonaws.com/docs/subcommittee-report-dec26.pdf
https://www.hrw.org/news/2023/10/17/us-congress-must-regulate-artificial-intelligence-protect-rights
https://www.freiheit.org/sub-saharan-africa/stakeholders-call-robust-ai-regulations-africa-amid-concerns-over-ethical
https://www.industry.gov.au/publications/australias-artificial-intelligence-ethics-principles/australias-ai-ethics-principles
https://aiverify-foundation.github.io/aiverify/#overview
https://arxiv.org/html/2411.18479v2
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20240419_9.pdf
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Some governments are investing in the development of AI models in local languages to 
support inclusive AI development. India’s Bhashini mission under the Ministry of Electronics & 
IT (MEITy) funds natural language translation tools across local languages, while the AI4Bharat 
initiative has received government funding to develop datasets to train and build AI systems in 
local languages. In Africa, governments partner with NGOs to fund speech‑data collection and 
transcription services in local languages, while some Latin American countries are collaborating 
to launch Latam-GPT in September, the first large-scale AI language model designed to capture 
the region’s cultural diversity and linguistic nuances. Meanwhile, South Korea’s government-run 
AI Hub provides resources to spur private sector development of Korean language AI models.

Beyond investments in local language AI datasets and tools, governments are also investing in or 
planning to invest in domestic foundation AI models, for example, in France (Mistral), Germany 
(OpenGPT-X), Switzerland (unnamed), India (planned), and China (WuDao).

4.2.3 Investments in AI development

18 While not a government, the IDB influences Latin American and Caribbean governments by conditioning loans and cooperation on policy 
guidelines and by providing technical expertise to address capacity gaps.

Business), India (AI Safety Institute), and the EU, which released a voluntary AI code of practice 
that complements the EU AI Act, and the Inter-American Development Bank’s (IDB) fAIr LAC+ 
platform in Latin America and the Caribbean.18 

In relation to training data, the applicability of existing copyright laws in the context of AI training 
data is currently being contested in multiple jurisdictions. The UK is exploring a pioneering 
collective licensing initiative, supported, though not led, by the government, to ensure that 
authors are fairly compensated when their works are used to train AI models. This approach aims 
to balance the quality and diversity of training data with the protection of intellectual property 
rights and the livelihoods of content creators.

While governments typically procure and use models developed by the private sector (which is 
covered in the “Procurement & Usage in AI deployment” section below), there is some evidence 
of governments influencing the development of models through their use. Canada’s Directive 

4.2.4 Procurement and Usage in AI Development

https://www.psa.gov.in/mission/natural-language-translation/33
https://ai4bharat.iitm.ac.in/
https://ai4bharat.iitm.ac.in/
https://waywithwords.net/resource/speech-data-collection-for-african/
https://www.reuters.com/world/americas/latin-american-countries-launch-own-ai-model-september-2025-06-17/
https://aihub.or.kr/
https://www.lemonde.fr/en/economy/article/2025/06/12/at-vivatech-emmanuel-macron-hails-historic-partnership-between-mistral-ai-and-nvidia_6742267_19.html
https://huggingface.co/openGPT-X
https://ethz.ch/en/news-and-events/eth-news/news/2025/07/a-language-model-built-for-the-public-good.html
https://m.economictimes.com/tech/technology/govt-saying-aye-to-laying-strong-ai-foundation/amp_articleshow/110311864.cms?utm_source=chatgpt.com
https://www.scmp.com/tech/tech-war/article/3135764/us-china-tech-war-beijing-funded-ai-researchers-surpass-google-and
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20240419_9.pdf
https://www.ikigailaw.com/article/620/indias-ai-safety-institute-the-role-of-aisi-in-the-dynamic-ai-landscape
https://digital-strategy.ec.europa.eu/en/policies/contents-code-gpai
https://fairlac.iadb.org/en
https://fairlac.iadb.org/en
https://www.legislation.gov.uk/ukpga/1988/48/contents
https://www.theguardian.com/books/2025/apr/23/collective-licence-to-ensure-uk-authors-get-paid-for-works-used-to-train-ai
https://www.tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592
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Governments regularly host AI forums to highlight domestic innovation and AI achievements 
in a bid to influence global AI model development.19 Such forums can also achieve political 
objectives. For example, the World Artificial Intelligence Conference (WAIC) in Shanghai 
demonstrated local developers’ resilience and advancement despite U.S. export controls, while 
Saudi Arabia’s Global AI Summit focused on “harnessing AI for the good of humanity”.

Furthermore, there is evidence that governments have influenced and attempted to influence 
the actions of AI companies without the use of formal legislation. Examples include the Biden-
Harris Administration securing voluntary commitments from AI companies, and the Sunak-led 
UK government securing an agreement for the UK’s AI Safety Institute to test models pre-launch, 
among others.20  21 While these initiatives have been framed largely in positive, safety/rights-
enhancing terms, governments can also use the threat of regulatory action or the withholding 
of benefits to “jawbone” providers and inappropriately coerce them into changing their models 
to meet governmental objectives or expectations. Such informal interventions can also include 
outright threats linked to protectionism, which can impact company behaviour, such as the Trump 
administration’s trade-related threats to the EU due to the implementation of the Digital Services 
Act, which may impact the compliance of U.S.-based companies operating in these jurisdictions.

4.2.5 Diffuse and Informal Interventions in AI Development

19 For example, the AI Impact Summit in India and the AI Action Summit in France
20 Specifically, ensuring the safety and security of AI products before public release, prioritizing cybersecurity, and building public trust through 

mechanisms like watermarking and transparent reporting on capabilities and risks.
21 Specifically, providing the UK’s AI Safety Institute with prerelease access to OpenAI, Google DeepMind, and Anthropic’s most advanced AI models 

for safety testing.

on Automated Decision-Making requires federal institutions to conduct Algorithmic Impact 
Assessment, thereby influencing the development of models to minimise the risks assessed in 
relevant tools. A more direct example is DARPA’s XAI Program, where the need for explainability in 
AI models used in operational military contexts (for legal and ethical compliance) resulted in the 
Explainable AI Toolkit, which contains a variety of tools and resources to help users, developers, 
and researchers understand outputs from machine learning models beyond military applications. 
In Chile, public-sector AI projects must follow public tendering AI standards set by ChileCompra, 
the government’s procurement agency under the Ministry of Finance, which may impact the long 
term development of such systems.

https://www.reuters.com/technology/artificial-intelligence/chinese-ai-firms-showcase-resilience-innovations-ai-event-despite-us-sanctions-2024-07-05/
https://www.adnkronos.com/immediapress/eng/saudi-arabias-landmark-global-ai-summit-to-address-harnessing-ai-for-the-good-of-humanity_75Pyqd7j33BWgiXfnk0xO0?utm_source=chatgpt.com
https://bidenwhitehouse.archives.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-administration-secures-voluntary-commitments-from-leading-artificial-intelligence-companies-to-manage-the-risks-posed-by-ai/
https://bidenwhitehouse.archives.gov/briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-administration-secures-voluntary-commitments-from-leading-artificial-intelligence-companies-to-manage-the-risks-posed-by-ai/
https://time.com/7204670/uk-ai-safety-institute/
https://time.com/7204670/uk-ai-safety-institute/
https://www.techpolicy.press/eu-officials-warn-of-trade-fallout-over-trumps-tech-tariff-threat/
https://impact.indiaai.gov.in/home
https://www.elysee.fr/en/sommet-pour-l-action-sur-l-ia
https://www.tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/algorithmic-impact-assessment.html
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/algorithmic-impact-assessment.html
https://link.springer.com/article/10.1007/s10676-024-09762-w
https://onlinelibrary.wiley.com/doi/10.1002/ail2.40
https://www.accessnow.org/wp-content/uploads/2024/02/LAC-Reporte-regional-de-politicas-de-regulacion-a-la-IA.pdf
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Governments globally are adopting diverse approaches to regulation intended to influence 
AI deployment, ranging from outright prohibitions in certain sensitive areas to outcome-related 
mandates that deploy varying forms of enforcement and liability apportionment. In some cases, 
governments are attempting to restrict when and where AI can be used. For example, the EU AI 
Act (Art. 5) prohibits use cases with disproportionate rights impacts, as well as in certain defined 
circumstances (e.g., elections and CSAM). It also defines specific use cases as high risk (Art. 6), 
which require additional assessment and mitigation measures, including risk-based fundamental 
rights impact assessments (Art. 27) in certain limited instances. Furthermore, companies could 
be required to conduct human rights due diligence for their EU AI deployments under the CSDDD 
(Art. 1).

However, to date, it has been more common for governments to affirmatively mandate the use of 
AI. For instance, India’s Intermediary Guidelines require the use of AI tools to proactively detect 
and remove misinformation, deepfakes, and illegal content; the UK’s Online Safety Act mandates 
the use of “proactive technologies” for content moderation; and Vietnam requires the use of AI 
for rapid “toxic content” detection and takedown. 

Some countries restrict access to tools like Deepseek on government devices due to national 
security concerns. Others, such as Russia, Turkey, and China, block certain AI services entirely due 
to national security concerns, efforts to control information ecosystems, or to ensure alignment 
with domestic laws on content and data sovereignty. 

Pre-deployment and ongoing model evaluations are mandated in some jurisdictions. California’s 
vetoed SB 1047 represented the first state-level attempt in the US to establish deployment 
restrictions based on third-party safety audits for large AI models.22 California has since passed 
SB 53, which places transparency, safety and accountability obligations on frontier AI developers, 
which has a downstream impact on deployers. Similarly, the EU AI Act (Art. 43) mandates third-
party evaluations for high-risk systems, while New York State requires third-party assessments of 

4.3.1 “Hard” Governance in AI Deployment

AI Deployment
4.3

22 While these requirements technically begin prior to deployment, given that such mandates often include ongoing evaluation, we see them as 
fitting in the “deployment,” rather than the “development,” phase of the AI lifecycle.

https://artificialintelligenceact.eu/article/5/
https://artificialintelligenceact.eu/article/5/
https://www.ispionline.it/en/publication/an-overview-of-the-impact-of-genai-and-deepfakes-on-global-electoral-processes-167584
https://www.euronews.com/my-europe/2025/06/17/eu-parliament-to-criminalising-ai-generated-child-abuse-material
https://artificialintelligenceact.eu/chapter/3/
https://artificialintelligenceact.eu/article/27/
https://artificialintelligenceact.eu/article/27/
https://www.corporate-sustainability-due-diligence-directive.com/CSDDD_Article_1.html
https://commission.europa.eu/business-economy-euro/doing-business-eu/sustainability-due-diligence-responsible-business/corporate-sustainability-due-diligence_en
https://wakthpevakeel.com/ai-laws-in-india-key-regulations-policies-and-global-comparisons/
https://www.legislation.gov.uk/ukpga/2023/50/notes/division/6/index.htm
https://freespeechproject.georgetown.edu/tracker-entries/vietnam-demands-meta-and-other-platforms-use-ai-to-find-and-remove-toxic-content/
https://www.euronews.com/next/2025/02/03/deepseek-which-countries-have-restricted-the-chinese-ai-company-or-are-questioning-it
https://www.techmonitor.ai/digital-economy/ai-and-automation/chatgpt-russian-hackers-openai
https://abcnews.go.com/Technology/wireStory/turkish-court-orders-ban-elon-musks-ai-chatbot-123599913
https://restofworld.org/2024/when-china-blocked-ai-sites/
https://www.globalpolicywatch.com/2024/10/california-governor-vetoes-ai-safety-bill
https://www.globalpolicywatch.com/2024/10/california-governor-vetoes-ai-safety-bill
https://www.gov.ca.gov/2025/09/29/governor-newsom-signs-sb-53-advancing-californias-world-leading-artificial-intelligence-industry/
https://www.holisticai.com/blog/conformity-assessments-in-the-eu-ai-act
https://www.adalovelaceinstitute.org/project/new-york-algorithmic-bias-auditing/
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hiring algorithms. In China, model security self-assessments have to be filed with the Cyberspace 
Administration of China (CAC) before deployment.

Finally, documented law enforcement demands for AI chatbot logs have also started emerging 
in some jurisdictions, such as the US and UK, and it is likely that requests for user data, as well 
as law enforcement use of AI for surveillance purposes more broadly, will emerge in other 
jurisdictions as well. 

Some governments attempt to guide rights-respecting AI use through voluntary frameworks. 
Singapore’s cross-sectoral AI Verify and its financial sector-specific Fairness, Ethics, Accountability, 
Transparency (FEAT) Principles promote responsible use through fairness audits and transparency 
measures. Similar cross-sectoral and sector-specific guidance is provided by the U.S. NIST AI 
Risk Management Framework and the Pan-Canadian AI for Health (AI4H) Guiding Principles for 
organizations deploying AI systems. 

4.3.2 “Soft” Governance in AI Deployment

Governments are increasingly investing in AI deployments to stimulate innovation and 
responsible adoption. In Singapore, the Infocomm Media Development Authority launched Gen 
AI Sandbox 2.0, which provides grants to businesses piloting the deployment of Gen AI solutions. 
Similar initiatives are seen in Canada’s AI Compute Access Fund, France’s bpifrance AI fund, South 
Korea’s AI Voucher Program, and various similar programmes in China, all of which offer financial 
support to help small and medium-sized businesses deploy innovative AI applications, and in 
some cases, AI literacy programmes.23

4.3.3 Investments in AI Deployment

Governments around the world are actively deploying AI to attempt to enhance the delivery 
of public services. Examples include the Indian government’s use of AI in agriculture, Rwanda’s 
use of AI-enabled triage tools in healthcare, Singapore’s use of its Virtual Intelligent Chat Assistant 

4.3.4 Procurement and Usage in AI Deployment

23 For China, examples include the national AI fund and local initiatives such as the Shanghai AI subsidy scheme

https://www.lw.com/admin/upload/SiteAttachments/Chinas-New-AI-Regulations.pdf
https://www.theverge.com/2025/1/7/24338788/las-vegas-cybertruck-explosion-chatgpt-ai-search
https://www.gov.uk/government/publications/foi2025-00257-records-of-interactions-with-chatgpt
https://arstechnica.com/ai/2025/09/white-house-officials-reportedly-frustrated-by-anthropics-law-enforcement-ai-limits/
https://aiverify-foundation.github.io/aiverify/#overview
https://www.mas.gov.sg/~/media/MAS/News%20and%20Publications/Monographs%20and%20Information%20Papers/FEAT%20Principles%20Final.pdf
https://www.mas.gov.sg/~/media/MAS/News%20and%20Publications/Monographs%20and%20Information%20Papers/FEAT%20Principles%20Final.pdf
https://www.nist.gov/itl/ai-risk-management-framework
https://www.nist.gov/itl/ai-risk-management-framework
https://www.canada.ca/en/health-canada/corporate/transparency/health-agreements/pan-canadian-ai-guiding-principles.html
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/factsheets/2024/gen-ai-sandbox-2-0
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/factsheets/2024/gen-ai-sandbox-2-0
https://ised-isde.canada.ca/site/ised/en/canadian-sovereign-ai-compute-strategy/ai-compute-access-fund
https://www.bpifrance.com/2025/03/27/bpifrance-deploys-e10-billion-to-develop-the-ai-ecosystem-and-facilitate-the-adoption-of-artificial-intelligence-by-french-companies/
http://www.newatlan.co.kr/en/html/business_AIvoucher.html
https://indiaai.gov.in/article/ai-in-agriculture-in-2025-transforming-indian-farms-for-a-sustainable-future
https://www.businesswire.com/news/home/20211203005293/en/Babylon-Launches-AI-in-Rwanda-in-Next-Step-Towards-Digitising-Healthcare-in-Rwanda
https://www.vica.gov.sg/
https://global.chinadaily.com.cn/a/202504/18/WS6802358ea3104d9fd38204b5.html
https://www.scmp.com/economy/china-economy/article/3319924/chinas-ai-race-heats-shanghai-launches-massive-subsidy-scheme
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(VICA) for public service delivery, the UK National Health Service’s predictive analytics to identify 
need for early social care interventions, and the Office of the Federal Chief Information Officer’s 
extensive documentation of AI use cases by federal agencies in the US .

In some jurisdictions, public service delivery extends into the use of AI (especially facial 
recognition) for surveillance that underpins law enforcement. Beyond well-documented use 
cases in China, AI-based surveillance is extensively used in Israel and Singapore for surveillance 
purposes, impacting the right to privacy and other rights in all three cases.

To ensure rights-protecting public sector use, the UK has developed procurement guidelines to 
ensure ethical AI adoption in government operations, while a U.S. federal memorandum provides 
guidance, which, among other things, places requirements to identify risks of high-impact AI 
use cases through an AI Impact Assessment. Canada mandates the use of Algorithmic Impact 
Assessments for public sector deployments of AI in automated decision making. 

Such guidance can also have broader consequences. For example, the Trump Administration’s July 
2025 AI Action and Executive Order on Preventing Woke AI in the Federal Government mandates 
that procurement guidelines be updated to ensure that only AI systems deemed objective and 
free from “top-down ideological bias” are eligible for government contracts. The lack of clarity 
as to how to objectively define bias and demonstrate its absence has raised concerns about the 
practicality of this requirement, as well as its consistency with freedom of expression.

Legislative and executive office holders in the U.S. have attempted to influence the behaviour 
of AI deployments without the use of formal legislative actions. For example, an Attorney 
General in Missouri threatened to investigate AI companies due to alleged political bias, while 
representatives of Congress sent a letter of concern to xAI due to antisemitic and violent posts 
on Grok. Both actions highlight growing informal bipartisan pressure over AI companies’ content 
moderation practices. 

4.3.5 Diffuse and Informal Interventions in AI Deployment

https://digital.nhs.uk/services/ai-knowledge-repository/case-studies/ai-in-adult-social-care
https://github.com/ombegov/2024-Federal-AI-Use-Case-Inventory
https://www.rfa.org/english/china/2025/02/20/china-ai-neuro-quantum-surveillance-security-threat/
https://www.amnesty.org/en/latest/news/2023/05/israel-opt-israeli-authorities-are-using-facial-recognition-technology-to-entrench-apartheid/
https://chrgj.org/2022-03-18-singapore-smart-city-initiative/
https://assets.publishing.service.gov.uk/media/60b356228fa8f5489723d170/Guidelines_for_AI_procurement.pdf
https://www.whitehouse.gov/wp-content/uploads/2025/02/M-25-22-Driving-Efficient-Acquisition-of-Artificial-Intelligence-in-Government.pdf
https://www.whitehouse.gov/wp-content/uploads/2025/02/M-25-21-Accelerating-Federal-Use-of-AI-through-Innovation-Governance-and-Public-Trust.pdf
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/algorithmic-impact-assessment.html
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/algorithmic-impact-assessment.html
https://www.whitehouse.gov/presidential-actions/2025/07/preventing-woke-ai-in-the-federal-government/
https://www.newscientist.com/article/2489771-why-trumps-order-targeting-woke-ai-may-be-impossible-to-follow/
https://www.implicator.ai/missouri-attorney-general-targets-ai-firms-over-trump-rankings/
https://gottheimer.house.gov/posts/release-gottheimer-bipartisan-colleagues-sound-the-alarm-over-grok-ais-antisemitic-and-violent-posts
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The Human Rights Lens
SECTION 5

While different types of companies will have different types of human rights risks, all companies 
have a responsibility to respect human rights. In order to determine which rights their activities 
may impact and how, the UNGPs call on governments and companies to consider a full suite 
of rights recognized under widely ratified human rights conventions and treaties (the so-called 
International Bill of Rights) as the starting point for their analysis. This is especially important 
in the context of AI, given its broad application across a wide range of contexts, including 
healthcare, education, financial services, law enforcement, retail, transportation infrastructure, 
and many more. 

This brief focuses on government interventions that may affect privacy, freedom of expression, 
and non-discrimination. This aligns with GNI’s focus and is the segment of the AI and human 
rights field where GNI is best placed to comment. Human rights are interdependent and 
interrelated, so adverse impacts on privacy, freedom of expression, and non-discrimination can 
have implications for a broad range of other rights. While the Universal Declaration of Human 
Rights and many of its progeny were developed before the advent of digital technologies, their 
respective provisions on freedom of expression all share language emphasizing that this right 
must apply “through any media” and “regardless of frontiers.” The UN Human Rights Committee 
in its General Comment No. 34 (GC34) has subsequently clarified that, under the International 
Covenant on Civil and Political Rights (ICCPR), “[a]ny restrictions on the operation of websites, 
blogs or any other internet-based, electronic or other such information dissemination system, 
including systems to support such communication, such as internet service providers or search 
engines, are only permissible to the extent that they are compatible with [Article 19] paragraph 
3.” The UN Guiding Principles on Business and Human Rights (“UNGPs”) stipulate that, “[i]n 
meeting their duty to protect [human rights], states should . . . [e]nsure that . . . laws and policies 
governing the creation and ongoing operation of business enterprises . . . do not constrain but 
enable business respect for human rights.”

https://www.ohchr.org/sites/default/files/documents/publications/guidingprinciplesbusinesshr_en.pdf
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no34-article-19-freedoms-opinion-and
https://www.ohchr.org/documents/publications/guidingprinciplesbusinesshr_en.pdf
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Article 19 of the Universal Declaration of Human Rights, as well as Article 19 of the International 
Covenant on Civil and Political Rights (“ICCPR”), together with accompanying interpretation by the 
UN Human Rights Committee (primarily through GC34) and other human rights sources, provide 
an authoritative basis for interpreting the impact of government interventions in AI. Interpretation 
of ICCPR Article 19 centers around the so-called “three-part test,” using the principles of legality, 
legitimacy, and necessity/proportionality.24

The principle of “legality” focuses on the processes by which states act to restrict freedom of 
expression, as well as the manner in which such restrictions are articulated. As such, it reflects 
concepts of notice and transparency that are fundamental to the rule of law. According to the 
Human Rights Committee, any intervention impacting freedom of expression must be prescribed 
by law, be publicly accessible, and formulated with sufficient precision to enable individuals to 
regulate their conduct accordingly (see GC34 para. 25). 

The separate principle of “legitimacy” insists that laws restricting expression can only be justified 
in order to achieve specific, enumerated purposes. Article 19(3) of the ICCPR describes these 
as “respect for the rights or reputations of others” and “the protection of national security or 
of public order, or of public health or morals.”  Meanwhile, Article 20 states that “propaganda 
for war” and “advocacy of national, racial or religious hatred that constitutes incitement to 
discrimination, hostility or violence” shall be prohibited by law. While international law gives 
states significant room to determine what sorts of activities can be understood to sufficiently 
impact these purposes so as to justify restrictions, that discretion is not unlimited (see GC34 
para. 26).

The final principle of necessity requires states seeking to restrict expression to “demonstrate 
in specific and individualized fashion the precise nature of the threat, and the necessity 
and proportionality of the specific action taken, in particular by establishing a direct and 
immediate connection between the expression and the threat.” (see GC34 para 35) The term 
“proportionality,” which is best understood as an element of “necessity” but at times is referenced 
as a stand alone limiting principle, limits restrictive laws to those that are “appropriate to achieve 

High Level Analysis
5.1

24 A more detailed analysis of these principles can be found in GNI’s “Content Regulation & Human Rights Policy Brief,” (2020). 

5.1.1 Freedom of Expression

https://www.ohchr.org/en/instruments-mechanisms/instruments/international-covenant-civil-and-political-rights
https://www.ohchr.org/en/instruments-mechanisms/instruments/international-covenant-civil-and-political-rights
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no34-article-19-freedoms-opinion-and
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no34-article-19-freedoms-opinion-and
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no34-article-19-freedoms-opinion-and
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no34-article-19-freedoms-opinion-and
https://globalnetworkinitiative.org/wp-content/uploads/2020/10/GNI-Content-Regulation-HR-Policy-Brief.pdf
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Protections against arbitrary or unlawful interference with privacy are established in the UDHR, 
the ICCPR, and most regional human rights treaties. According to various UN sources, the same 
legality, necessity, and proportionality considerations discussed above also apply with respect 
to government interventions that impact the right to privacy. In addition, international practice 
emphasizes that any interference with privacy must be accompanied by effective safeguards, such 
as independent oversight, access to remedies, and protection against arbitrary or discriminatory 
application, particularly in the context of surveillance and data retention regimes.

25 This includes preventing bias across all types of interventions that impact both public and private sector actors

5.1.2 Privacy

ICCPR Article 2 and UDHR Article 2 prohibit discrimination based on race, sex, political opinion, 
or other protected characteristics.25 This also requires governments not to cause discrimination. 
According to GC31, this duty also applies extraterritorially where the state has effective control.

5.1.3 Non-Discrimination

their protective function; they must be the least intrusive instrument amongst those which might 
achieve their protective function.” (see GC34 para. 34)

https://digitallibrary.un.org/record/777869?v=pdf
https://documents.un.org/doc/undoc/gen/g14/088/54/pdf/g1408854.pdf
https://www.ohchr.org/en/instruments-mechanisms/instruments/international-covenant-civil-and-political-rights
https://www.un.org/en/about-us/universal-declaration-of-human-rights
https://www.refworld.org/legal/general/hrc/2004/en/52451
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no34-article-19-freedoms-opinion-and
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Analyzing the Human Rights Impacts 
of Government Interventions in AI

5.2

Legality: Due to their capital and time-intensive nature, infrastructure-related interventions often 
require cooperation between executive and legislative branches. Transparency and procedural 
provisions associated with budget, procurement, and export-control decisions can also help such 
interventions meet the notice and due process elements of the legality test. However, as is the 
case across all levels of the AI ecosystem, these elements are often harder to demonstrate and 
satisfy in the context of soft governance and diffuse or informal interventions. 

Legitimacy: Most infrastructure-level interventions are justified broadly on national security 
and/or economic development grounds. These justifications often meet the legitimacy principle. 
However, it is important to ensure that the “race” to compete geopolitically, militarily, and 
economically isn’t used by government actors as a pretext or blank check to justify interventions 
that are not rights respecting or are susceptible to politicized implementation.   

Necessity / Proportionality: Infrastructure-level interventions tend to have indirect and diffuse 
impacts on freedom of expression and privacy, which can make it harder to establish a “direct 
and immediate connection” between the action and any related restriction. The breadth of 
the potential downstream impacts of such actions on both freedom of expression and privacy 
nevertheless tend to justify particularly careful proportionality analysis, in order to understand 
whether such actions and their likely intended and unintended consequences can be considered 
the “least restrictive” means for achieving relevant policy objectives, in other words, that no less 
rights-intrusive measure could achieve the same policy objectives. 

5.2.1 Infrastructure
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Impact on Freedom of Expression: While export controls on national security 
grounds often have a local legal basis, export controls can have significant 
unintended consequences, including but not limited to restricting access to 
computing power and scientific capacity by people in countries unassociated with 
the national security concern in question. In some cases, export controls have 
also led to retaliatory policies from targeted nations, which may impact scientific 
development and freedom of expression of the source nations.26 Although 
export restrictions on national security grounds are often targeted at specific 
nations, collateral impacts on the citizens of the target nations and in some cases 
third countries (including, in some scenarios, those in the country imposing the 
restriction) may be relevant when determining the proportionality of a measure. 
These concerns are generally ameliorated in situations where the policy justification 
for export controls is tied directly to human rights objectives, such as enhancing 
privacy or limiting surveillance.27

Impact on Freedom of Privacy: The aforementioned efforts to trace chip origins 
to prevent diversion may compromise security and privacy if user devices become 
trackable or vulnerable to security backdoors.28 

Impact on Non-Discrimination: Export controls, foreign model usage restrictions, 
and local sourcing requirements target certain countries or companies, and can 
not only result in restricting access by individuals in target states to controlled 
technologies but can also institutionalize geopolitical bias while stigmatizing 
decisions related to specific technologies, nations, companies, and workers within 
the source state – all of which may impact the right to non-discrimination.29 Such 
selective regulation may also undermine trust and cooperation in international 
AI governance, further increasing the divide in the development and use of AI 
technologies, especially in the nations subject to such controls.

Example: Export Controls

26 Thereby potentially violating International Covenant on Economic, Social and Cultural Rights (ICESCR) Article 15(1)(b)
27 Jennifer Brody, “How Stronger Export Controls Can Better Protect Human Rights,” Freedom House (8 Feb. 2024).
28 Luke O’Grady, “Congress’ Proposed Chip Security Act Threatens to Create New Cyber Vulnerabilities in U.S. Semiconductors,” Center for 

Cybersecurity Policy and Law (15 July 2025).
29 For example, influencing decisions on research collaborations with Chinese institutes and companies in the UK and the US

https://www.scmp.com/news/china/diplomacy/article/3226430/china-curbs-critical-metal-exports-retaliation-western-restrictions-chip-industry
https://datacentremagazine.com/technology-and-ai/the-chip-security-act-and-its-impact-on-the-ai-sector
https://freedomhouse.org/article/how-stronger-export-controls-can-better-protect-human-rights#:~:text=Jennifer%20Brody&text=The%20global%20proliferation%20of%20commercial,takeaways%20from%20Freedom%20House's%20submission.
https://www.centerforcybersecuritypolicy.org/insights-and-research/congress-proposed-chip-security-act-threatens-to-create-new-cyber-vulnerabilities-in-u-s-semiconductors
https://www.theguardian.com/education/article/2024/jun/16/chinese-firm-sought-to-use-uk-university-links-to-access-ai-for-possible-military-use
https://www.washingtontimes.com/news/2024/sep/23/china-getting-back-door-access-to-sensitive-milita/
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Legality: By contrast with infrastructure-focused interventions, government interventions at the 
development stage can be more directly targeted at achieving certain expressive or surveillance 
outcomes. As such, it is important that such efforts are authorized and conducted pursuant to 
valid, duly enacted, and clear laws and regulations. It is also vital that the methods for carrying 
out such actions are transparent and rule-of-law compliant.  

Legitimacy: The same types of legitimate objectives (economic development, national security, 
sovereignty) are often deployed to justify all kinds of government interventions across the AI 
value chain. However, where those actions have foreseeable (even if unintended), direct, negative 
impacts on human rights, the burden becomes stronger on governments to more explicitly justify 
these actions and explain how it is trying to avoid or mitigate those impacts. In this sense, the 
legitimacy analysis is reinforced by the necessity principle’s insistence that governments engage 
in the exercise of analyzing likely impacts in order to ensure that the proposed action is narrowly 
tailored and appropriate to the intended purpose.  

Necessity / Proportionality: Government actions targeting the AI development stage are more 
likely to produce direct impacts than those directed toward infrastructure. At the same time, by 
virtue of their relatively upstream nature, these actions can have broad impacts, especially as 
they pertain to innovation, strategic business decisions, product dissemination, and competition. 
Government approaches at this stage that are designed to allow for experimentation, flexibility, 
and adaptation may be more consistent with the goal of protecting human rights; while those 
that mandate specific ideologies or political perspectives (e.g. by making requirements related 
to model inputs and outputs) are more likely to result in human rights harms. In general, 
government actions that deepen uncertainty and ambiguity regarding expectations and 
consequences related to AI development, while leveraging heavy penalties or threats, are more 
likely to result in human rights harms.

5.2.2 Development



Policy Brief on Government Interventions in AI 28

Requirements for AI model developers to conduct risk assessments typically serve 
legitimate purposes, especially when they are grounded in international human 
rights. Some examples of potentially disproportionate rights impacts from the 
presence or absence of risk assessment mandates are illustrated below:

Impact on Freedom of Expression: Overbroad risk assessment regulations not fully 
grounded in international human rights norms can negatively impact freedom of 
expression. For example, in China, developers may be required to censor content 
that should be protected under IHRL, as a result of mandatory  “risk assessments” 
undertaken to ensure compliance with “core socialist values”. Conversely, the 
absence of rights-protecting risk assessment regulations can also negatively impact 
freedom of expression, for example by allowing models to be developed that fail to 
anticipate and address downstream impacts such as over- or under-moderation of 
content. The likelihood of preventing, mitigating, and remedying such harms,  is also 
exacerbated where models lack transparency or explainability, which in turn can have 
a chilling effect on freedom of expression.

Impact on Privacy: The absence of laws and regulations can allow AI models to 
integrate unchecked capability to collect, process, and share personal data without 
adequate safeguards, increasing the risk of products being used for downstream 
surveillance, as well as increasing the threat surface for cybersecurity and data 
breaches. Meanwhile, strict liability or inconsistent and/or politicized enforcement 
of such laws can lead to self-censorship by model developers and result in unfair 
competition. AI risk assessments can help protect user privacy with respect to 
both model inputs and outputs, while offering developers an important degree of 
flexibility in product design.  Furthermore, without risk assessments, developers 
may overlook how models can be attacked to reveal personal information from their 
training data.

Impact on Non-Discrimination: Like the impact on privacy above, AI risk 
assessments generally help to protect the right to non-discrimination, while the 
absence of such assessments can lead to unaddressed systemic biases that, when 
deployed into automated decision-making systems, can lead to discriminatory 
outcomes in areas such as law enforcement, hiring, access to healthcare, and 
content moderation.

Example: AI (human rights) Risk Assessments Mandates

https://www.theguardian.com/technology/2025/jan/28/chinese-ai-chatbot-deepseek-censors-itself-in-realtime-users-report
https://www.euronews.com/next/2024/07/18/communist-ai-china-using-censors-to-test-if-ai-models-embody-core-socialist-values-report
https://www.nytimes.com/2016/09/02/world/asia/china-dance-socialist-values.html
https://rm.coe.int/as-cult-regulating-content-moderation-on-social-media-to-safeguard-fre/1680b2b162
https://rm.coe.int/as-cult-regulating-content-moderation-on-social-media-to-safeguard-fre/1680b2b162
https://www.oversightboard.com/news/content-moderation-in-a-new-era-for-ai-and-automation/
https://www.vice.com/en/article/chatgpt-can-reveal-personal-information-from-real-people-google-researchers-show/
https://www.vice.com/en/article/chatgpt-can-reveal-personal-information-from-real-people-google-researchers-show/
https://www.vice.com/en/article/chatgpt-can-reveal-personal-information-from-real-people-google-researchers-show/
https://www.vice.com/en/article/chatgpt-can-reveal-personal-information-from-real-people-google-researchers-show/
https://www.theguardian.com/technology/2025/aug/08/facial-recognition-technology-discriminates-against-people-of-colour
https://www.brookings.edu/articles/gender-race-and-intersectional-bias-in-ai-resume-screening-via-language-model-retrieval/
https://www.healthaffairs.org/content/forefront/discrimination-artificial-intelligence-commercial-electronic-health-record-case-study
https://time.com/collection/time100-ai/6311106/inioluwa-deborah-raji/
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Legality: Government interventions at the AI deployment stage are simultaneously easier to 
justify and more susceptible to abuse for ideological, political, or other inappropriate purposes 
(see example below). Given their proximity to and likelihood of impacting end uses of AI, it is 
especially important that these actions are clearly authorized, narrowly scoped, and carefully 
deployed.30 The government’s responsibility for any resulting negative human rights harm is most 
directly established where the government itself is the one that causes that impact through its 
own use of AI. 

For individuals to be able to understand and navigate these boundaries, restrictions must 
clearly and precisely define both what is prohibited and who can be held responsible for failing 
to enforce the prohibition. Any vagueness or ambiguity can cause individuals to refrain from 
exercising their rights and lead intermediaries to be overly aggressive in censoring expression for 
fear of being held in violation of the law.  

Legitimacy: Given the focus of many of the examples cited in Section 4.3 on regulating content 
and conduct produced through, with, or by AI, it is worth emphasizing the risk of such actions 
creating chilling effects. Whenever expression is prohibited, the mere possibility of being accused 
of violating the law or being subject to costly court proceedings can cause individuals not to 
express themselves and companies to refrain from facilitating expression.

Necessity / Proportionality: Government restrictions on expressive uses of AI (e.g. through 
direct censorship, strict liability, or the prosecution of AI users/uses) must be clearly articulated 
and narrowly tailored. This is especially important in the context of laws that outsource the 
enforcement of speech regulation to private actors of varying sizes, business models, and 
capacities. As the Human Rights Committee explained in GC34, laws regulating speech “may not 
confer unfettered discretion for the restriction of freedom of expression on those charged with its 
execution.” 

This concern does not prohibit governments from apportioning liability to AI developers, 
deployers, or users for narrowly and clearly defined harms. Indeed, it is incumbent on 
governments to identify when and how such liability attaches, in order to provide all actors with 
the notice and predictability that they need to be able to conduct themselves appropriately in 
accordance with the law. It is also critical to ensure that any party that is harmed has access to 
appropriate remedies, as well as that anyone accused of being responsible for harm is guaranteed 
appropriate due process. As the UNGPs make clear, the responsibility for guaranteeing 
appropriate and meaningful remedy applies to both states and companies.

5.2.3 Deployment

30 In other words, that such interventions are legal, legitimate, and necessary/proportionate
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Due to its sensitive nature, the specific uses of AI in government surveillance may 
not be fully transparent, but the use of surveillance technologies must nevertheless 
be authorized and governed by local laws.31

Impact on Freedom of Expression: The use of AI in surveillance—such as facial 
recognition—can generate a chilling effect on freedom of expression and other 
rights, as individuals may self-censor or alter their behavior out of fear of being 
monitored, (mis)identified, or (mis)targeted.

Impact on Privacy: In rights-protecting jurisdictions, the existence of rights-
protecting laws and legal frameworks, including robust data protection and privacy 
laws may help safeguard citizens from privacy infringements, including from 
overbroad surveillance (such as the ban on facial recognition in law enforcement 
by many US jurisdictions). Conversely, the lack of such laws may enable unchecked 
collection, processing, and sharing of personal data by governments and private 
actors, increasing the intrusiveness of surveillance, raising the impact of data 
breaches, and other violations of individuals’ privacy rights.32

Impact on Non-Discrimination: Surveillance can lead to profiling based on protected 
characteristics, resulting in discriminatory treatment from law enforcement, 
exclusion from services, targeted law enforcement actions, or social stigmatization.

Example: AI in Surveilliance

31 Various legal bases for mass surveillance in multiple jurisdictions are detailed in this Human Rights Watch article. Meanwhile, efforts are under 
way to increase transparency, e.g. the EU AI Act Annex III (law enforcement use cases defined as a high risk system) and Article 13 (greater 
transparency for high risk systems).

32 See this CSIS source for a discussion of how data privacy should be protected in responsible AI

https://www.article19.org/resources/un-artificial-intelligence-must-not-impact-media-freedom
https://www.techpolicy.press/status-of-state-laws-on-facial-recognition-surveillance-continued-progress-and-smart-innovations/
https://www.techpolicy.press/status-of-state-laws-on-facial-recognition-surveillance-continued-progress-and-smart-innovations/
https://www.theguardian.com/technology/2025/aug/08/facial-recognition-technology-discriminates-against-people-of-colour?utm_source=chatgpt.com
https://www.wired.com/story/algorithms-policed-welfare-systems-for-years-now-theyre-under-fire-for-bias
https://naacp.org/resources/artificial-intelligence-predictive-policing-issue-brief
https://www3.ohrc.on.ca/en/paying-price-human-cost-racial-profiling/effects-racial-profiling
https://www.hrw.org/news/2019/09/18/us-government-mass-surveillance-isnt-secret?gad_source=1&gad_campaignid=16363698676&gbraid=0AAAAADrFXcgSFY3CSuw_OJfzT9QcuipIU&gclid=CjwKCAjwkvbEBhApEiwAKUz6-0HObfgI6PkUFP0fjO-41cFvGz5W7mvCb3cjKeX5MFVyWVipaOMWrxoC_aAQAvD_BwE
https://artificialintelligenceact.eu/annex/3/
https://artificialintelligenceact.eu/article/13/
https://www.csis.org/analysis/protecting-data-privacy-baseline-responsible-ai
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An overarching recommendation is for states to adopt a rights-based AI governance framework, 
ensuring that human rights principles are embedded throughout the development and use of AI 
systems.33 At a high level, this includes enacting complementary laws, regulations and institutions 
that enable the protection, respect, and remedy of rights throughout the AI value chain. This 
may include mandating risk-based human rights assessments (supported by meaningful external 
stakeholder engagement) and related preventative and mitigation measures across the AI value 
chain, mandating state- and non-state based remedy mechanisms, and actively participating in 
multilateral and multi-stakeholder efforts to shape global AI governance and advocate for the 
ongoing protection of human rights.34 The specific recommendations below explore thematic 
areas and risks highlighted earlier in this Brief.

Rights-Based AI Governance

Government mandates related to the inputs and outputs of AI models can both impact human 
rights.35 Conditions on inputs that are designed to restrict model outputs are likely to have 
disproportionate and unintended consequences. While limitations on outputs can be more 
narrowly tailored, they should focus on content that is illegal. Given the challenges that exist with 
“re-training” models, governments should be especially careful to design legal and regulatory 
frameworks so that they avoid creating impacts on rights that will be difficult to remedy 
retrospectively.  

Restriction of Information

To Governments

Recommendations
SECTION 6

33 Several GNI members have published thought leadership and have advocated for rights-based AI governance, including Global Partners Digital 
(GPD) and Article 19, as well as non-members such as Chatham House and Access Now, and multilateral organisations such as B-Tech

34 Such as the Global Partnership for AI, the Council of Europe Framework Convention on AI, the Global Digital Compact, the World Summit for 
Information Systems, the G20 AI Dialogues

35 The potential negative rights impacts of overbroad use of AI in content moderation has been documented extensively, including by ECNL 

https://www.gp-digital.org/what-would-a-human-rights-based-approach-to-ai-governance-look-like/
https://www.article19.org/resources/un-advocating-for-responsible-secure-accountable-and-human-rights-based-ai/
https://www.chathamhouse.org/2023/01/ai-governance-and-human-rights
https://www.accessnow.org/human-rights-and-ai-governance/
https://www.ohchr.org/en/business-and-human-rights/b-tech-project
https://ecnl.org/publications/algorithmic-gatekeepers-impacts-llm-content-moderation-civic-space-and-human-rights
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Governments using AI technologies to acquire and/or analyze personal data (including 
biometric data) must ensure that these activities are properly authorized under public and clear 
legal frameworks, and that appropriate transparency, independent oversight, and remedy/
accountability mechanisms exist to guard against misuse. These same safeguards are necessary 
when governments acquire data from companies that manage AI tools or services, whether 
through legal requests or via commercial procurement of data. In addition, governments are 
encouraged to: 

•	 Allow users to interact with AI products or services in ways that protect their identity, 
including through the use of encryption;

•	 Avoid requirements that compel or enable tracking, tracing, or proactive monitoring of user 
activity by companies;

•	 Minimizing data collection, processing, storage, and retention requirements;36 and

•	 Implement rights-protecting data protection laws to ensure users have appropriate awareness 
and control of their data, as well as access to remedy where their data is misused.

•	 Refrain from accessing user data, whether directly or indirectly through demands to third 
parties, without meeting appropriate safeguards.

Surveillance

While international human rights law permits restrictions on freedom of expression and privacy 
on national security grounds, as noted previously, export controls on critical infrastructure, as 
well as models themselves, can have unintended and/or disproportionate impacts. It is therefore 
recommended that any export controls be as targeted as possible and that governments applying 
such controls:

•	 Incorporate human rights into export controls policy, including establishing processes to 
routinely engage with civil society on export controls,

Export Controls

In addition, governments should be cautious about shifting legal liability for AI-generated content 
to intermediaries, as this may incentivize over-removal and over-censorship. In line with the 
legality requirement articulated above, government interventions must clearly define prohibited 
content and conduct, and allow determinations of responsibility for illegal content to be 
adjudicated by independent judicial bodies in conformity with due process norms. 

36 For example, requiring global AI providers to host application or user data locally. Please see page 28 of GNI’s Content Moderation Policy Brief

https://necessaryandproportionate.org/principles/
https://freedomhouse.org/article/how-stronger-export-controls-can-better-protect-human-rights
https://freedomhouse.org/article/how-stronger-export-controls-can-better-protect-human-rights
https://globalnetworkinitiative.org/wp-content/uploads/GNI-Content-Regulation-HR-Policy-Brief.pdf
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Governments investing in sovereign AI should ensure that such initiatives are grounded in 
rights-based governance frameworks, such as those mentioned earlier in this Brief. Specifically, 
governments should consider evaluating actions that restrict access to information, limit 
expression, and violate user privacy in line with the three-part test.

Recommendations related to sovereign AI initiatives include:

•	 Ensure AI models use inclusive datasets that represent minority languages and inputs from 
marginalized communities;

•	 Facilitate equitable and rights-respecting access to AI, through open APIs, affordable tools, 
and AI literacy programs, to narrow digital divides, promote equitable scientific advancement, 
and empower vulnerable groups;40 and

•	 Prioritize opportunities for economic inclusion in AI investments, particularly in 
underdeveloped or underserved regions.41

Sovereign AI39

37 A position advocated for by Freedom House and Human Rights Watch, among others 
38 As noted by various academics, think tanks, and industry representatives, blanket bans may expedite the development of indigenous capacity in 

targeted jurisdictions, thereby negating the impacts of export bans, while provoking retaliatory measures that may impact rightsholders in the 
source nation.

39 While there are various definitions of “sovereign AI,” we refer here to NVidia’s definition: “Sovereign AI refers to a nation’s capabilities to 
produce artificial intelligence using its own infrastructure, data, workforce and business networks.”

40 For example, multiple access initiatives such as Canada’s AI Compute Access Fund and Singapore’s GenAI Sandbox for SMEs.
41 For example, China’s Eastern Data, Western Compute (EDWC) initiative illustrates how infrastructure and AI capabilities can be strategically 

directed to reduce regional disparities

•	 Strengthen export controls on technologies with an unequivocal dual use to nations with 
documented human rights violations, including AI-assisted surveillance and censorship 
technologies,37

•	 Review and implement processes and technologies to more precisely control use cases that 
meet specific security objectives, instead of blanket export controls on entire nations and 
their rightsholders,38 and

•	 Continue scientific exchange and collaboration on AI technologies to promote cross-
jurisdiction understandings and collaborations around risks and empower rights-respecting 
uses.

https://freedomhouse.org/article/proposed-controls-us-surveillance-technology-exports-are-win-human-rights
https://www.hrw.org/news/2021/09/08/eu-robustly-implement-new-export-rules-surveillance-tech
https://www.turing.ac.uk/news/us-export-controls-have-done-little-curtail-chinas-quest-global-ai-dominance
https://itif.org/publications/2025/05/05/export-controls-chip-away-us-ai-leadership/
https://www.theguardian.com/technology/2025/may/21/us-chip-export-controls-a-failure-spur-chinese-development-nvidia-boss-says
https://edition.cnn.com/2024/12/02/tech/china-us-chips-new-restrictions-intl-hnk/index.html
https://blogs.nvidia.com/blog/what-is-sovereign-ai/
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/factsheets/2024/gen-ai-sandbox-2-0
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/factsheets/2024/gen-ai-sandbox-2-0
https://www.tomshardware.com/tech-industry/china-invested-dollar61-billion-in-a-state-data-center-project-in-two-years-the-eastern-data-western-computing-project-aims-to-utilize-the-countrys-undeveloped-land
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Governments deploying AI in the public sector should ensure that such initiatives are grounded 
in rights-based governance frameworks, such as those mentioned earlier in this Brief.42 Specific 
incremental recommendations include:

•	 Prohibition of public sector use cases with a strong likelihood of significant and/or 
irremediable rights impacts;43

•	 Develop mitigations for use cases with lower risks of impact on human rights;44

•	 Consider this guidance in the context of public sector service delivery that involves AI-enabled 
automated decision making;

•	 Maintaining a public inventory of AI use cases across government agencies;45 and

•	 Implementing remedy mechanisms related to public sector uses of AI.46

•	 Mandatory and meaningful engagement of external stakeholders, especially civil society and 
affected communities

Public Sector Use Cases

42 See this report from the Ada Lovelace Institute on public sector AI procurement, which recommends clearer, consolidated guidance, defined 
terminologies, stronger governance, built-in ethical and transparency safeguards, public engagement, and support for local government capacity 
and accountability. 

43 For instance, as in the EU AI Act’s Article 5.
44 For instance, the EU AI Act requires the following types of mitigations: human rights risk assessments (Article 27), third-party evaluations (Article 

43), transparency (Article 13), and continuous monitoring (Article 61)
45 For example: https://github.com/ombegov/2024–Federal-AI-Use-Case-Inventory
46 This includes executive mechanisms such as the UK’s Investigatory Powers Tribunal or the US DOJ complaint mechanism, or judiciary 

mechanisms

https://www.europeanlawinstitute.eu/fileadmin/user_upload/p_eli/Publications/ELI_Innovation_Paper_on_Guiding_Principles_for_ADM_in_the_EU.pdf
https://algorithmwatch.org/en/automating-society/
https://www.adalovelaceinstitute.org/wp-content/uploads/2024/09/Ada-Lovelace-Institute-Buying-AI.pdf
https://www.gov.uk/government/organisations/investigatory-powers-tribunal
https://civilrights.justice.gov/report/
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To Civil Society

Civil society has long played a crucial role in safeguarding human rights in the technology sector, 
and this role is even more vital in the context of AI. Civil society should continue to advocate 
for rights-based AI governance frameworks that embed international human rights law into 
both national and international AI regulations and their implementation. This includes active 
participation in global policy forums to ensure that human rights are central to emerging AI 
governance structures.

Civil society actors also engage with companies to promote rights-respecting internal AI 
governance frameworks. This includes: providing input into and feedback on corporate policies 
and practices to ensure they align with the UN Guiding Principles on Business and Human Rights; 
engaging with companies on their ongoing human rights due diligence efforts; conducting and 
publishing research on the impacts of AI-enabled products and services; and participating in 
accessible remedy mechanisms across the entire AI lifecycle.

In the public sector, civil society should push for public consultation, robust accountability 
mechanisms, and independent oversight, especially for public sector use cases deployed in high-
risk contexts such as recruitment, law enforcement, benefit allocation/social services, border 
control, and military uses.

Civil society plays an essential role in ongoing engagement with key rightsholders—such 
as affected communities, journalists, and legal professionals—regarding the human rights 
implications of AI systems. This close involvement uniquely positions civil society to conduct 
research, build a credible evidence base, and document, analyze, and elevate the unintended 
rights impacts arising from AI deployments across both public and private sectors.

Efforts should be made to ensure that civil society and representatives who study, represent, and/
or advocate for vulnerable communities or represent marginalized populations are supported 
(including financial resources) and listened to (including meaningfully incorporating their 
feedback into product development or use, and policymaking).
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To Companies

All companies, including companies in the AI value chain, have a responsibility to respect 
their users’ rights, including the rights to freedom of expression and privacy, and to avoid 
discriminatory impacts on marginalized groups who are disproportionately impacted by AI 
systems. They should comply with applicable laws while respecting internationally recognized 
human rights wherever they operate. In cases where national laws, regulations, or policies fall 
short of international standards, technology companies are expected to avoid, mitigate, or 
address the negative impacts of government demands and seek ways to uphold these human 
rights principles to the greatest extent possible. Furthermore, companies should be able to 
demonstrate their efforts in fulfilling these responsibilities in line with the UNGPs and the OECD 
Guidelines for Multinational Enterprises.

To support these efforts, the Global Network Initiative (GNI) Principles on Freedom of Expression 
and Privacy, along with its more detailed Implementation Guidelines, provide a comprehensive 
framework offering guidance to the tech sector and other stakeholders in respecting and 
advancing human rights worldwide. GNI creates space for companies to demonstrate and receive 
feedback on these efforts, supports cross-industry and multistakeholder learning, supports 
rights-focused advocacy, and facilitates meaningful stakeholder engagement. The Annex further 
unpacks how the GNI framework can apply in relation to corporate conduct and decision making 
related to AI.

Companies should proactively advocate for laws and regulations that align with international 
human rights norms, refrain from advocating for laws and regulations that are inconsistent with 
those norms, and engage in proactive joint public policy advocacy with civil society, multilateral 
organizations, industry bodies, or multistakeholder initiatives in relevant jurisdictions. 
Companies should conduct ongoing human rights due diligence (HRDD), including meaningful 
stakeholder engagement, to identify and then take action to avoid or mitigate human rights 
impacts related to their development and deployment of AI-related technologies, tools, and 
features. In addition, companies may benefit from conducting detailed human rights impact 
assessments (HRIA) in certain circumstances, including when developing new products or 
entering or exiting certain jurisdictions.47

As part of this HRDD, companies should understand their potential exposure to diverse 
forms of government demands, interventions, pressures, and restrictions. When faced with 

47 See, e.g., AI-related HRIAs conducted by Microsoft, Intel and Google

https://globalnetworkinitiative.org/implementation-guidelines/
https://globalnetworkinitiative.org/implementation-guidelines/
https://globalnetworkinitiative.org/implementation-guidelines/
https://foleyhoag.com/news-and-insights/news/2023/june/foley-hoag-conducts-independent-human-rights-impact-assessment-commissioned-by-microsoft/
https://articleoneadvisors.com/sample-work/intel-case-study/
https://services.google.com/fh/files/blogs/bsr-google-cr-api-hria-executive-summary.pdf
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such government action, companies should assess their legality, legitimacy, necessity, and 
proportionality in line with international human rights law, in order to determine how best 
to respond.  Where government interventions do not meet these criteria, companies should 
consider how best to push back or otherwise limit compliance, including by engaging in dialogue 
and advocacy through relevant multilateral or multistakeholder initiatives.

Companies are recommended to maintain transparency towards impacted users and the public 
in their respective local languages, including by publishing the results of HRIAs, disclosing 
government interventions where feasible, engaging with rightsholder representatives, and 
notifying impacted users in affected jurisdictions where permitted by local laws. Additionally, 
companies should establish grievance mechanisms in line with best practices (UNGP Articles 29 
and 31) to allow users to report impacts on them or the rightsholders they represent.

Examples of AI-related, pre- and post-compliance prevention and mitigation measures could 
include, but are not limited to:

•	 Conduct impact assessments on AI functionalities (especially high risk use cases such as 
AI-based facial recognition) in anticipation of and in response to government use and 
interventions,

•	 Funding and otherwise supporting independent research and civil society monitoring of 
the human rights impacts of AI systems in affected regions, especially in contexts where 
government oversight is weak or absent, and

•	 Collaborating with governments and/or civil society to provide AI literacy programs or digital 
security training, especially for vulnerable populations, while supporting the development 
and access to rights-respecting local AI models in the same regions.



Policy Brief on Government Interventions in AI 38

Acknowledgements
SECTION 7

GNI would like to express its gratitude to institutional and individual members of its AI Working 
Group for contributing their time and expertise in the production of this Policy Brief during 2025. 
Members of GNI’s AI Working Group in alphabetical order are as follows:

•	 BNP Paribas
•	 Center for Democracy and Technology (CDT)
•	 Centre for Communications Governance at National Law University Delhi (CCG) 
•	 Centre for Internet and Society (CIS India)
•	 Cloudflare
•	 Digital Agenda for Tanzania Initiative (DA4TI)
•	 Digital Rights Foundation Pakistan
•	 European Center for Nonprofit Law (ECNL)
•	 The Future of Free Speech
•	 Google
•	 Heartland Initiative
•	 Internet Sans Frontieres (ISF)
•	 InternetBolivia
•	 ITS Rio
•	 Meta
•	 Women at the Table (W@TT)

•	 Courtney Radsch
•	 Deirdre Mulligan
•	 Dunstan Allison-Hope

Institutional Members

Individual Members



Policy Brief on Government Interventions in AI 39

Annex: GNI Framework in AI

GNI PRINCIPLE DESCRIPTION48 MATCHING IG ITEMS49 INTERPRETATION

2.1 Participating companies will respect and 
protect the freedom of expression of their users 
by seeking to avoid or minimize the impact of 
government restrictions on freedom of expression, 
including restrictions on the information available 
to users and the opportunities for users to 
create and communicate ideas and information, 
regardless of frontiers or media of communication.
 
3.1 Participating companies will employ 
protections with respect to personal information 
in all countries where they operate in order to 
protect the privacy rights of users.

2.4, 3.1(c), 3.2, 3.3 •	 All:50 Conduct ongoing HRDD identifying, preventing and 
mitigating potential FoE and privacy impacts51 arising from the 
launch and operation of AI services, including but not limited to 
those arising from government interventions in AI as highlighted 
in Section 4 of this Policy Brief (“AI risks”)

•	 All: Adopting (and where possible, publishing) policies and 
procedures which set out how the company will respond to 
government interventions on AI services

•	 All: As highlighted in IG3.2 and IG3.3, when specific government 
interventions related to AI services are received, ensure 
appropriate documentation by the government and the 
company, assess legality, legitimacy and necessity, interpret 
narrowly, and advocate against /challenge disproportionate 
interventions on AI services

GNI Implementation Guidelines Category 2: Freedom of Expression & Category 3: Privacy

48 Numbering system for Principles and sub-Principles based on Assessment Toolkit Appendix IV
49 Based on Assessment Toolkit Appendix IV
50 Applies to entire value chain of AI, i.e. data, hardware and software vendors
51 While not within the scope of the GNI Principles, other fundamental rights significantly impacted by AI– e.g. discrimination due to model bias, should ideally be included within any HRDD/HRIA

https://globalnetworkinitiative.org/wp-content/uploads/2018/08/Implementation-Guidelines-for-the-GNI-Principles.pdf
https://globalnetworkinitiative.org/wp-content/uploads/AT2024-2025-Final.pdf
https://globalnetworkinitiative.org/wp-content/uploads/AT2024-2025-Final.pdf
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GNI PRINCIPLE DESCRIPTION MATCHING IG ITEMS INTERPRETATION

2.2 Participating companies will respect and 
protect the freedom of expression rights of 
their users when confronted with government 
demands, laws and regulations to suppress 
freedom of expression, remove content or 
otherwise limit access to information and ideas 
in a manner inconsistent with internationally 
recognized laws and standards.
 
3.2 Participating companies will respect and 
protect the privacy rights of users when 
confronted with government demands, laws or 
regulations that compromise privacy in a manner 
inconsistent with internationally recognized laws 
and standards.

2.4, 3.1, 3.5 •	 All: In line with IG3.1:
•	 Proactive direct or indirect advocacy to governments on 

minimisation of AI risks arising from their interventions  
in line with the GNI Principles and international laws and 
standards on FoE and privacy

•	 Setting out company’s response when governments fail 
to provide a written directive or adhere to domestic legal 
procedure within policies and procedures

•	 Advocating for rights-protecting laws and regulations 
relevant to AI where such laws are absent or deficient

•	 Deployer: User disclosure / information on:
•	 Relevant laws and policies that form the basis of 

government interventions that AI services are subject to
•	 Company policies & procedures to respond to such 

government interventions
•	 Disclosure on use of AI in any systems, the limitations of 

such systems and methods for opting out 
•	 Information on user data collection, storage, processing and 

retention by AI services
•	 Case-by-case user notification if governments request user 

information from AI services, or restrict AI services to users 
where legally possible



Policy Brief on Government Interventions in AI 41

GNI PRINCIPLE DESCRIPTION MATCHING IG ITEMS INTERPRETATION

4.1 Participating companies will ensure that 
the company board, senior officers and others 
responsible for key decisions that impact freedom 
of expression and privacy are fully informed 
of these Principles and how they may be best 
advanced.

2.1, 2.2, 2.3, 2.4, 2.12, 
2.13

•	 All: In addition to all the requirements mentioned thusfar:
•	 Board oversight of AI risks supported by regular reporting 

from management 
•	 Regular review and management of AI risks by Board or 

senior management while preserving safety and liberty of 
personnel

•	 Risk-based training on AI risks for Board, senior 
management and relevant employees

•	 Internal structures (including a senior-directed, human 
rights function), policies & procedures to oversee, sign-off 
and implement measures to manage AI risks in line with the 
GNI Principles

•	 Record-keeping of government interventions related to AI 
services

•	 Grievance mechanisms
•	 Communicating aforementioned policies & procedures 

company-wide and escalation procedures

GNI Implementation Guidelines Category 4: Responsible Company Decision Making

https://globalnetworkinitiative.org/wp-content/uploads/2018/08/Implementation-Guidelines-for-the-GNI-Principles.pdf
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GNI PRINCIPLE DESCRIPTION MATCHING IG ITEMS INTERPRETATION

4.2 Participating companies will identify 
circumstances where freedom of expression 
and privacy may be jeopardized or advanced 
and integrate these Principles into their decision 
making in these circumstances.

2.2, 2.3, 2.4, 2.5, 2.6, 
2.7, 2.12, 2.13, 3.4

•	 All: In addition to all the requirements mentioned thus far:
•	 HRIA (supported by algorithmic IA / ethical AI assessment, 

privacy IA where needed) focused on the most salient AI 
risks identified from HRDD in circumstances suggested in 
IG2.6, conducted as per IG2.7

•	 Assessing human rights risks in the collection, storage 
and retention of data that is collected and used in model 
training and deployment 

4.3 Participating companies will implement these 
Principles wherever they have operational control. 
When they do not have operational control, 
participating companies will use best efforts 
to ensure that business partners, investments, 
suppliers, distributors and other relevant related 
parties follow these Principles.

2.4, 2.5, 2.6, 2.7, 2.8, 
2.9, 2.10, 2.11

•	 All: In addition to all the requirements mentioned thus far:
•	 Best efforts management of AI risks in line with the GNI 

Principles involving upstream partners, downstream 
partners and (where relevant) end users, prioritized based 
on salience 
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GNI PRINCIPLE DESCRIPTION MATCHING IG ITEMS INTERPRETATION

5.1 Participants will take a collaborative approach 
to problem solving and explore new ways in which 
the collective learning from multiple stakeholders 
can be used to advance freedom of expression 
and privacy

2.7(a), 2.7(b) •	 All: 
•	 Ensuring diverse stakeholder consultation during HRIAs 

related to AI risks as defined in IG2.7(b), with follow-up on 
company decisions arising from feedback received

5.2 Individually and collectively, participants will 
engage governments and international institutions 
to promote the rule of law and the adoption of 
laws, policies and practices that protect, respect 
and fulfil freedom of expression and privacy

3.1 •	 All: Proactive advocacy to governments on minimisation of AI 
risks due to their interventions in line with the GNI Principles 
and international laws and standards on FoE and privacy

GNI Implementation Guidelines Category 5: Multi-Stakeholder Collaboration

https://globalnetworkinitiative.org/wp-content/uploads/2018/08/Implementation-Guidelines-for-the-GNI-Principles.pdf
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GNI PRINCIPLE DESCRIPTION MATCHING IG ITEMS INTERPRETATION

6.1  Participants will adhere to a collectively 
determined governance structure that defines the 
roles and responsibilities of participants, ensures 
accountability and promotes the advancement of 
these Principles.

2.1 •	 All: Board oversight of company’s AI risks

6.2  Participants will be held accountable through 
a system of (a) transparency with the public and 
(b) independent assessment and evaluation of the 
implementation of these Principles.

3.5 •	 All: In addition to all the requirements mentioned thus far, 
publishing HRDD/HRIA & supporting algorithmic impact 
assessments / ethical AI assessments where possible, and 
inclusion of AI services in GNI assessments where relevant

GNI Implementation Guidelines Category 6: Governance, Accountability & Transparency

https://globalnetworkinitiative.org/wp-content/uploads/2018/08/Implementation-Guidelines-for-the-GNI-Principles.pdf



