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FOREWORD

I was fascinated to read the draft of the National Law University, Delhi publication titled “The surveillance law landscape in India and the impact of Puttaswamy”. The decision of the 9-Judge Bench of the Supreme Court of India in the case of K.S. Puttaswamy v. Union of India (2017) 10 SCC 1 was a landmark judgment holding that right to privacy is an integral part of the right to life guaranteed under Article 21 of the Constitution of India. Privacy of an individual is a very wide concept. There are various facets of privacy. In fact, the concept of privacy is ever evolving with the changing society. The transformative constitutionalism will result in expansion of the concept of privacy.

It can be always said that privacy has always been a natural right. It is an integral part of the fundamental right to live with dignity. In the 21st Century, the world has changed very fast and surveillance by the State and its agencies has become a very crucial issue. The reason is that by using modern technology, keeping surveillance on individuals has become very easy. Therefore, the instances of State-sponsored surveillance on individuals in breach of privacy rights are ever increasing.

The Publication of the University deals exhaustively with several aspects of surveillance in the context of privacy rights. It also deals with the absence of proper procedural safeguards for preventing illegal surveillance. It is rightly said that post-Puttaswamy, surveillance cannot be authorised purely on the ground of expediency. The surveillance on the ground of necessity should be authorised only when no other equally effective and restrictive measure is available. The State cannot authorise surveillance which will encroach upon the right to privacy only because it is desirable.

The issue of lack of transparency and accountability when it comes to the operation of surveillance systems is an area of great concern which is highlighted in the Report. In the coming years, dealing with issues of surveillance affecting the right to privacy is going to be a huge challenge for the Constitutional Courts. The work done by the University has to be applauded as this work should be the basis for discussion at the national level on all issues.
concerning surveillance. In fact, these issues need a nationwide debate.

I appreciate and admire the work done by those who have contributed to this Publication. In fact, reading the draft Publication triggered my thought process. I have avoided the temptation to express my views on the subject as it will be inappropriate considering the constitutional post which I am holding at present.

This Publication will be useful not only for law students but to every citizen who is concerned about his right to privacy.

20.05.2023

[ABHAY S. OKA]
PREFACE

The right to privacy has been emphatically re-affirmed as having constitutional status by a nine-judge bench of the Supreme Court of India in the landmark decision of *K.S. Puttaswamy v Union of India*. The judgement represents a watershed moment, not just for the right to privacy in India, but also the broader rights landscape in the country. The right to privacy has important consequences for issues such as the freedom of expression and association, the right against self-incrimination, and the right to decisional autonomy. In *Puttaswamy*, the Supreme Court characterised the right to privacy as not just the “freedom from unwarranted stimuli”, but also the positive ability to pursue dissent and heterodoxy, to defy societal mores without fear, and live one’s life on one’s own terms without the trepidation of being monitored or subjected to reprisal. This conception of privacy has already revolutionised areas of Indian society, with the Supreme Court in 2019 de-criminalising homosexuality on the grounds of privacy and decisional autonomy. However, one of the key impacts of the judgment may be on how it has the potential to re-shape India’s surveillance law landscape.

The question of State surveillance is at the heart of *Puttaswamy*’s conception of privacy. As former Chief Justice Subba Rao noted decades ago, a person under surveillance can move physically, but they cannot do so freely, for all their activities are watched and noted (*Kharak Singh v State of Uttar Pradesh* 1954). The spectre of surveillance may inhibit an individual’s ability to live a life of liberty, denying them the solitude to question society’s dominant practices and inhibiting their willingness to seek out new ideas. Ultimately this may constrain the diversity and pluralism that constitutional democracy seeks to protect. Thus, while surveillance is not *per se* unconstitutional, it must abide by constitutional restraints.

The Court in *Puttaswamy* established that privacy infringing measures such as government surveillance must be subject to constitutional protections and safeguards. It set out the test of proportionality, requiring privacy limiting measures to satisfy certain criteria such as legality, necessity, and procedural safeguards against potential abuse. While *Puttaswamy* represents a crucial moment for the reformation of the surveillance landscape in India, legal structures regulating surveillance in India pre-date *Puttaswamy*, and in some cases, even the adoption of the Constitution.

In this context, it is my pleasure to introduce the present report titled ‘*The surveillance law landscape in India and the impact of Puttaswamy*’. The report provides a detailed analysis of the constitutional and legal framework for surveillance in India, including the various laws and regulations that govern various surveillance measures. It also examines the safeguards and accountability mechanisms that are in place to protect individual privacy and prevent the abuse of surveillance powers. The report further explores the challenges and limitations of the current legal framework, including potential inconsistencies with the principles set out in *Puttaswamy*, and the need for greater transparency and accountability. The report also makes broad recommendations for decision makers to assess the realignment of surveillance law in India with constitutional principles in light of *Puttaswamy* and other global developments. As technology continues to evolve, the report also enumerates India’s modern surveillance systems and explains where they sit in the overall landscape.

As India seeks to reform its telecommunications and information technology legislation and adopt a first ever data protection law, this report makes an important contribution to the ongoing dialogue on how governmental surveillance can be consistent with the right to privacy. The
Centre for Communication Governance has conducted extensive research and analysis, drawing on a range of legal and policy documents. I commend the authors for their dedication and diligence in producing this report, and I hope that it will be a useful resource for judges, policymakers, legal professionals and students, and civil society organisations as they continue to engage in the important work of safeguarding privacy and facilitating governance that is in harmony with the Constitution.

Prof. (Dr.) G.S. Bajpai,
Vice Chancellor,
National Law University Delhi
The surveillance law landscape in India and the impact of Puttaswamy
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EXECUTIVE SUMMARY

India, like countries across the world, has experienced a growth in the avenues of State surveillance, driven by an expansion in the technical capacity of the State to conduct surveillance and the increased use of electronic communications and information technology tools by individuals. Indian doctrine surrounding the right to privacy represented a patchwork of protections that did not confront this modern paradigm until the landmark judgement by a nine-judge bench of the Supreme Court in K.S. Puttaswamy vs. Union of India. The judgement re-affirmed the right to privacy as embedded in the Indian Constitution and provided an analytical framework to evaluate the constitutionality of privacy-infringing measures such as State surveillance, by adopting the proportionality test.

This report harnesses this new conceptualisation of the right to privacy and applies the analytical framework provided by the Supreme Court to assess India’s framework for targeted and modern surveillance programs. Some of the key findings of the report are set out below.

1. CONTROLLING PRECEDENT OF PUTTASWAMY

**Context:** The Indian Constitution does not contain an explicit privacy guarantee or protection. Over the years courts have recognized that privacy protections are implicit in the constitutional guarantees of Fundamental Rights that the Constitution secures. However, the judgement in Puttaswamy settles any doubt that the right to privacy is constitutionally protected. Crucially, because the decision was taken by a nine-judge bench of the Supreme Court, it constitutes controlling precedent for courts across the country that are tasked with evaluating privacy infringing measures.

On the question of evaluation, the bench in Puttaswamy adopted the proportionality test to determine the constitutionality of privacy-infringing measures. The test laid down by the Court is rigorous in part due to its conjunctive structure. Where a State measure interferes with the right to privacy, it is only constitutional when it satisfies the requirements of: (i) **legality**, the measure is authorised by statute; (ii) **legitimate goal**, the measure pursues a proper purpose; (iii) **suitability**, the measure takes meaningful steps towards achieving the proper purpose; (iv) **necessity**, the measure is the least rights-restrictive measure amongst equally effective alternatives; (v) **proportionality**, the measure does not disproportionately impact individual rights; and (vi) **procedural safeguards**, the measure incorporates meaningful guardrails against possible abuse.

**Insight:** The application of the proportionality test by Indian courts post-Puttaswamy has been critiqued and the nature and scope of judicial review mitigates against the Court prescribing detailed instructions on how surveillance may be conducted. Nonetheless, the judgement in Puttaswamy constitutes a watershed moment as it represents an invitation to future courts to protect the privacy of individuals against instances of unconstitutional State surveillance and empowers them with the tools to do so. This is of particular relevance given that several aspects of India’s surveillance framework are currently under legal challenge before courts.
2. **IT Act lowers the threshold for targeted surveillance**

**Context:** Under the Telegraph Act, there exists twin conditions to initiate interception: (i) there should be a “public emergency” or the interception is to ensure “public safety”; and (ii) the interception must be “necessary or expedient” for reasons concerning the security, sovereignty, integrity of India, its relations with foreign States, public order, or preventing the incitement of an offence. However, under the IT Act, the threshold for initiating electronic surveillance is merely that the government is satisfied that it is “necessary or expedient” to initiate surveillance in the interests of the sovereignty, integrity, defence, or security of India, its friendly relations with foreign States, public order, preventing the incitement to any cognizable offence, or for the investigation of an offence. Thus, under the IT Act, the pre-condition of “public emergency” or “public safety” is dispensed with, and surveillance may be initiated to investigate offences. This significantly lowers the substantive threshold for when targeted surveillance may be initiated.

**Insight:** Post-**Puttaswamy**, the question of whether surveillance can be authorised purely on the grounds of ‘expedience’ needs to be reassessed. An essential limb of the proportionality test is that of “necessity”, a measure should only be authorised when no equally effective, less rights-restrictive measure is available. Authorising surveillance merely because it is beneficial or desirable may fall foul of the necessity requirement set out in **Puttaswamy**. Further, the ground of “investigation of an offence” fails to distinguish what types of offences surveillance may be an appropriate response to. If surveillance (a rights-impinging measure) is adopted for minor offences, it would be disproportionate. Thus, without additional statutory guidance, the proportionality of the current thresholds for targeted surveillance under the IT Act remain in doubt.

3. **Ineffective procedural safeguards and need for independent oversight**

**Context:** Surveillance orders issued under the Telegraph Act and the IT Act are reviewed by a committee of senior government officials under Rule 419A of the Telegraph Rules. Thus, orders issued and operationalised by the executive branch are also scrutinised by the executive branch through an in-house ‘Review Committee’. The Union Government has refused to disclose the total number of surveillance orders issued by it for given periods. Government disclosures under the Right to Information Act and the work done by a government appointed committee to create India’s data protection framework, suggests that the procedural safeguard of the Review Committee provides insufficient oversight over government surveillance.

**Insight:** Right to privacy doctrine post-**Puttaswamy** may necessitate additional protections in the form of independent authorisation and scrutiny for surveillance activities. In its 1997 decision in **PUCL vs. Union of India**, the Supreme Court declined to invalidate provisions of the Telegraph Act for failing to require judicial scrutiny of telephonic interceptions. However, since **PUCL** there has been a paradigm shift in the nature and volume of surveillance, as well as legal doctrine with the decision in **Puttaswamy**.

When evaluating the constitutionality of a surveillance measure, under the “necessity” limb of the proportionality test, a court must consider alternatives to the impugned measure that still
achieve the government’s stated objective in ‘real and substantial manner’. It must then determine whether the impugned measure is the least-rights restrictive but equally effective measure that the government can adopt; if not, the measure fails the test of necessity. If the “measure” is considered as a whole (from authorisation to oversight), independent scrutiny by judges or another independent body would be more rights-protective than the status-quo of executive oversight. Further, the government has not demonstrated why judicial or independent scrutiny (either ex-ante or ex-post) of surveillance would hamper the government’s investigative aims. Thus, judicial or independent oversight represents a less-restrictive (more protective) measure that is likely equally effective. This should result in a reconsideration of the constitutionality of the current procedural safeguards for surveillance.

4. ISSUES WITH EVIDENCE GATHERED THROUGH UNLAWFUL SURVEILLANCE

Context: Under Indian law, the primary rule for evaluating the admissibility of evidence is relevance. The Supreme Court in *Pooran Mal vs. Director of Inspection* has held that illegally obtained evidence is admissible absent a constitutional or statutory prohibition. Neither the Constitution nor the IT Act, Telegraph Act, or Evidence Act place a bar on the admissibility of evidence collected through unlawful surveillance. This poses a significant challenge to the accountability of surveillance programs in India. Given the secret nature of surveillance, the affected individuals cannot meaningfully challenge the legality of the surveillance conducted against them until the contents of such surveillance are introduced at their trial. Admitting into evidence information that was gathered through unlawful surveillance creates a situation where law enforcement accrues significant prosecutorial benefits from conducting unlawful surveillance but risks no legal consequence. Thus, excluding evidence collected pursuant to unlawful surveillance may be an invaluable safeguard against investigatory transgressions and incentivise law enforcement to comply with procedures for lawful surveillance.

Insight: The Supreme Court’s decision in *Pooran Mal* relied on an earlier decision of the Court in *M.P. Sharma vs. Satish Chandra*. The decision in *M.P. Sharma*, along with other decisions such as that in *Kharak Singh vs. State of Uttar Pradesh* opined that privacy was not a constitutionally protected right. Crucially, the decisions in *M.P. Sharma* and *Kharak Singh* led to a line of cases that failed to recognize the importance of privacy, including those concerning the admissibility of intercepted communications at trial. However, the decisions in *M.P. Sharma* and *Kharak Singh* were expressly overruled in *Puttaswamy*, substantially undermining the doctrinal foundations of latter cases admitting illegally obtained evidence. Thus, the issue of whether evidence gathered through unconstitutional, privacy-infringing surveillance is admissible at trial may also need to be revisited post-*Puttaswamy*.

5. CONSTITUTIONALITY OF MODERN SURVEILLANCE PROGRAMS

Context: In the past few years, India has implemented newer surveillance programs such as the Central Monitoring System (CMS) and the Network Traffic Analysis program (NETRA). There is limited information regarding the exact nature and operation of these programs. However, unlike traditional interception measures under the Telegraph Act and IT Act which are reliant on telecom and internet companies and target specific individuals, these programs seek to automate the government’s ability to intercept and monitor communications and may
possess mass surveillance capabilities leading to the monitoring of large groups of individuals to identify and investigate potential illegality. For example, NETRA is a dragnet tool that intercepts and analyses internet traffic for specific keywords such as “bomb”.

**Insight:** As privacy limiting measures, the constitutionality of these programs is subject to their satisfying the proportionality standard set out in *Puttaswamy*. The first limb of the proportionality test is that of “legality”, which requires all privacy infringing measures to be authorised by statute. While the Union Government has asserted that these programs are governed by the Telegraph Act and the IT Act;

(i) the CMS facilitates interception without assistance from telecom companies in a manner not contemplated by the Telegraph Act or the Telegraph Rules; while
(ii) limited publicly available information suggests that NETRA is envisaged as a potential mass, undirected surveillance system contrary to the two statutes’ regime of specific and targeted authorisation for interception.

Thus, it remains questionable whether CMS or NETRA are specifically authorised by any statute. Both programs have been implemented pursuant to decisions by the executive, and the limited information available regarding them comes from government tenders, responses to parliamentary questions, and disclosures under the Right to Information Act. Thus, to the extent that such programs operate outside the ambit of the Telegraph Act and IT Act, their constitutionality remains open to question.

The test of proportionality set out in *Puttaswamy* is conjunctive, and a failure of the “legality” limb opens up such programs to being invalidated by courts. Further, because these programs are not authorised by statute, there is limited information regarding how they are intended to be operated, making an analysis of limbs such as legitimate aim, necessity, and proportionality hard to conduct. For example, both the Telegraph Act and IT Act clearly state the grounds on which interception may be initiated, requiring these grounds to be satisfied in each instance where surveillance is undertaken. However, a program such as NETRA contemplates the automatic, ongoing, and wholesale collection of information, making it impractical (if not meaningless) to evaluate whether the grounds for surveillance under the IT Act or Telegraph Act are satisfied.

Thus, given these programs operate beyond the four corners of the Telegraph Act and IT Act, and their lack of alternative statutory basis or any transparency surrounding the programs, the operation of these programs cannot be adequately tested against any standards provided for in legislation. It is unclear how and for what purposes they are being used, making a legal analysis of whether they pursue a ‘proper purpose’ or are ‘necessary’ challenging.

**THE WAY FORWARD**

Several provisions authorising targeted surveillance, as well as India’s modern surveillance programs, are currently under challenge before courts. India is also in the process of adopting a data protection framework and revamping its telecommunications and information technology legislation. Considering this context, we suggest that:
(i) The substantive threshold for authorising surveillance be that of “necessity”, where less intrusive methods of intelligence gathering have failed.

(ii) India adopts robust independent oversight of State surveillance activities. This includes requiring law enforcement to secure prior authorisation for initiating surveillance from an independent or judicial authority. We also suggest independent ex-post oversight.

(iii) In addition to oversight, there should be increased transparency to the public and Parliament regarding the use of surveillance measures in a manner that does not interfere with active investigations. For example, regular reporting on the aggregate number of interception and monitoring actions will not hamper investigations.

(iv) Evidence gathered through measures that violate the constitutional right to privacy of individuals should not be admissible in court.

(v) India’s modern surveillance programs which may have mass surveillance capabilities should first be authorised by statute.
1. **Introduction**

States have been carrying out surveillance for hundreds of years. However, in the past, limited technological capacity meant that State surveillance could not embody the ‘Panopticon’ or the ‘all-seeing State’.\(^1\) Surveillance was restricted to informant networks, physical surveillance, postal mail tracking, and telegraph interception, that allowed governments to gather limited information about persons of interest.\(^2\) As the U.S. Supreme Court’s Justice Sotomayor noted, **“in the pre-computer age, the greatest protections of privacy were neither constitutional nor statutory, but practical.”**\(^3\) However, the scope, extent, effectiveness, and very nature of surveillance has significantly changed over time.\(^4\)

As technology has become more sophisticated and reliance on physical proximity has reduced, States can access a much larger set of data sources, such as call records, CCTV surveillance, and footprints left on the internet.\(^5\) Today, States can conduct surveillance across a wider swathe of the population, with CCTV cameras allowing for limitless real-time observation, not just of persons of interest, but practically all persons within the vicinity of these cameras.\(^6\) Surveillance over any given individual is now also deeper and more invasive, with voice, facial, and emotional recognition technology allowing for precise identification.\(^7\) Surveillance has thus become both wider and deeper.\(^8\) The increase of the State’s surveillance capacity is also dialectically connected with the increased use of electronic networks, devices, and services by


\(^3\) United States v Jones 565 US 400 (2012) (Sotomayor J. concurring) (U.S. Supreme Court).


\(^8\) Bhandari and Lahiri (n 4).
citizens.\(^9\) Today, more information about citizens is available on the internet than ever before, and governments have shown a willingness to capture and utilise this information for surveillance.\(^{10}\)

The development and use of surveillance tools in India has followed a similar path, with an increase in the deployment of new age surveillance technology such as dragnet systems for electronic surveillance, facial recognition, and the use of data analytics and profiling on individuals.\(^{11}\) India’s modern surveillance programs such as the Central Monitoring System ("CMS"), the National Intelligence Grid ("NATGRID"), and Network Traffic Analysis ("NETRA") allow for the automation of interception, the facilitating of data sharing for the creation of an integrated intelligence database, and the wholesale (or dragnet) collection of electronic communications to identify threats.\(^{12}\)

Although sophisticated surveillance architecture is in place and operating in India, there had been limited doctrinal engagement with these developments in the Indian context until the judgment delivered by the nine-judge bench of the Supreme Court of India in \textit{K.S. Puttaswamy vs. Union of India}.\(^{13}\) While the case did not pertain to surveillance specifically, the Court in \textit{Puttaswamy} unanimously reaffirmed, that the Constitution of India guarantees a fundamental right to privacy to Indian citizens.\(^{14}\) The Court provided a new vocabulary for thinking about the importance of privacy and the dangers presented by unchecked surveillance mechanisms.\(^{15}\) The Court also set out an analytical framework to evaluate the constitutionality of privacy-infringing measures by adopting the proportionality test.\(^{16}\)

---


\(^{10}\) Richards (n 5).


\(^{13}\) (2017) 10 SCC 1.

\(^{14}\) \textit{K S Puttaswamy v Union of India} (2017) 10 SCC 1 [652].

\(^{15}\) Bhandari and Lahiri (n 4).

\(^{16}\) \textit{K S Puttaswamy v Union of India} (2017) 10 SCC 1 [325].
This report harnesses this new conceptualisation of the right to privacy and the analytical framework provided in *Puttaswamy* for evaluating the constitutionality of surveillance measures, and applies it to India’s targeted and modern surveillance frameworks. While literature on surveillance makes a distinction between ‘targeted’ and ‘mass’ surveillance programs, given the limited information on how India’s newer programs operate, this report instead characterises them as ‘modern’ surveillance programs. The distinction may be described as follows.

- Targeted surveillance typically begins with a reasonable suspicion regarding an identified individual(s) and involves intercepting and monitoring their (and only their) communications.
- India’s modern surveillance programs on the other hand are not limited to an identified individual(s), instead they both automate interception and proactively monitor large swaths of people to identify unlawful activity and have potential mass surveillance capabilities.

Given the structural difference between the two types of surveillance programs, and the fact that India’s targeted surveillance programs have a statutory basis, while its modern surveillance programs do not, this report separates its analysis of targeted and modern surveillance programs. Additionally, the statutory provisions authorising India’s targeted surveillance programs have been subject to constitutional scrutiny in the past (albeit, pre-*Puttaswamy*), while modern surveillance programs represent uncharted doctrinal territory. However, there are several ongoing cases examining these programs.

In the context of targeted surveillance, the present report maps out the statutory framework governing government interceptions, monitoring, and decryption, along with key judicial developments in the area. Based on the impact *Puttaswamy* has had on India’s privacy doctrine, the report then examines whether past judicial findings on surveillance need to be revisited considering the decision in *Puttaswamy*. Given that there exist no judicial findings on modern surveillance programs in India, these chapters of the report directly apply the proportionality test set out in *Puttaswamy* to the limited information available regarding India’s modern surveillance programs.

Finally, India has also adopted several welfare schemes and e-governance programs that involve the aggregation and analysis of individuals’ data from both governmental agencies and private companies. These programs raise considerable indirect surveillance risks, as they allow for the profiling and tracking of individuals across various areas of their public and private lives. However, given that these programs do not involve primary data collection from communications, but rather raise concerns of consent and purpose limitation, the legal analysis of such schemes is better approached from the perspective of data protection and not that of surveillance. Nonetheless, given the surveillance risks these schemes raise, a summary of relevant schemes is set out as an annexure to this report.
Outline of the report

- Chapter 2 of this report traces the evolving understanding of the right to privacy and the constitutionally permissible restrictions on the right in the Indian context.
- Chapter 3 maps India’s legislative framework for targeted surveillance, covering the Telegraph Act, 1885 (“Telegraph Act”) and the telecom and internet licenses issued under the Act; the Information Technology Act, 2000 (“IT Act”); and surveillance under criminal laws.
- Chapter 4 analyses the potential impact of Puttaswamy on the constitutionality of India’s statutory framework for targeted surveillance including: (i) whether the safeguards for intercepting communications set out by the Supreme Court in PUCL vs. Union of India17 require reconsideration in light of Puttaswamy; (ii) whether independent authorisation and oversight of government surveillance is now required by the proportionality standard; (iii) whether evidence obtained through unlawful or unconstitutional surveillance can be admissible in court; and (iv) whether the grounds for surveillance in the Telegraph Act and IT Act are constitutionally compliant.
- Chapter 5 sets out India’s modern surveillance programs, specifically examining the capabilities of the Central Monitoring System and the Networking Traffic Analysis software.
- Chapter 6 evaluates India’s modern surveillance programs against the standards of proportionality set out in Puttaswamy.
- Chapter 7 concludes with some recommendations.
- The Annexure sets out India’s data collection and sharing programs that are not grounded in interception and monitoring but raise surveillance risks including: (i) the National Intelligence Grid; (ii) the Crime and Criminal Tracking Network; (iii) Aadhaar; (iv) National Health Stack; (v) National E-Transport Project; (vi) Digi Yatra; and (vii) the Criminal Procedure (Identification) Act, 2022.

---

17 (1997) 1 SCC 301.
2. INDIAN PRIVACY DOCTRINE AND SURVEILLANCE

The Indian Constitution does not contain a specific or explicit provision protecting the right to privacy. Since the adoption of the constitution, the Supreme Court has vacillated on whether the Constitution includes a right to privacy, with the Court even expressly rejecting the notion of the right’s constitutional status in M.P. Sharma vs. Satish Chandra\(^\text{18}\) and Kharak Singh vs. State of Uttar Pradesh.\(^\text{19}\) However, in 2017 a nine-judge bench of the Supreme Court in Puttaswamy reaffirmed that the right to privacy is a fundamental right guaranteed to all persons and expressly overruled M.P. Sharma and Kharak Singh.\(^\text{20}\)

Building on a number of national and international judgments and academic commentary on different aspects of the right to privacy, the nine-judge bench of the Court held that privacy is an inherent, inalienable natural right, grounded in the dignity, liberty, and autonomy of an individual.\(^\text{21}\) The Court declared the right to privacy an “intrinsic part of the right to life and personal liberty under Article 21 and as a part of the freedoms guaranteed by Part III (fundamental rights) of the Constitution.”\(^\text{22}\)

(a) The right to privacy in Puttaswamy

The judgement in Puttaswamy consists of several concurring opinions reflecting the approach of each judge towards the right to privacy and the threats faced by it. There was consensus on the transformation of the right to privacy from a ‘property right’ to one rooted in the security of personhood, spatial control, decisional autonomy, and informational control.\(^\text{23}\) The Court observed that privacy had transformed from merely protecting individuals against physical interference with their property (primarily covering the right against trespass) to now guarantee the “physical and psychological integrity” of a person (e.g. safety from illegal search and seizure),\(^\text{24}\) and their decisional, informational, and behavioural autonomy.\(^\text{25}\)

The Court in Puttaswamy acknowledged that informational privacy included an “interest in preventing information about the self from being disseminated and controlling the extent of access to information”, while noting that privacy enabled an individual to ‘restrict access to

\(^{18}\) (1954) SCR 1077.

\(^{19}\) (1964) 1 SCR 332.

\(^{20}\) K S Puttaswamy v Union of India (2017) 10 SCC 1 [652].

\(^{21}\) K S Puttaswamy v Union of India (2017) 10 SCC 1 [102]-[118], [320] (Chandrachud J).

\(^{22}\) K S Puttaswamy v Union of India (2017) 10 SCC 1 [652].


This rich conceptualisation of privacy in Puttaswamy also laid the groundwork for a new understanding of the harms of surveillance, particularly in the digital era.

Justice Kaul’s concurring opinion from Puttaswamy is notable for its elaborate discussion on the impact of technology on modern State surveillance, the deep digital footprints left by citizens online, and how ‘profiling’ can invade individual privacy. Justice Kaul noted that while profiling can be used to further public interest and enhance national security, it can also result in discrimination based on religion, gender or caste. Justice Kaul also raised concerns about how State possession and control over personal data can enable the creation of a ‘Big Brother’ State, that exercises excessive control over its citizens, which can in turn affect other rights such as freedom of expression. Thus, he urged the State to ensure that surveillance technologies are balanced against the right to privacy.

(b) Surveillance as a restriction on constitutional rights

Surveillance, per se, infringes fundamental rights, including the right to privacy, guaranteed under the Constitution. The right to privacy has two kinds of interest inscribed in it: (i) an interest in avoiding disclosure of personal matters (e.g., disclosure of personal data about their health), and (ii), an interest in the independence to make certain kinds of important decisions (e.g. engaging in lawful but unpopular behaviour). Surveillance threatens both of these interests.

Even the mere apprehension of surveillance may interfere with the second interest (decisional autonomy) by inhibiting individuals from taking decisions they might otherwise take. Given that surveillance is usually carried out in secret, the apprehension of surveillance has a chilling effect on an individual’s ability to speak and move freely, to meet others, her intellectual privacy, and may cause a stifling of dissent and self-censorship. As free speech protects the right of the individual to speak freely without fear, secret or unforeseeable State surveillance constitutes an interference not only with the right to privacy, but also the right to free speech and free association.
The chilling effect of surveillance is well-recognised. In *NAACP vs. Alabama*, the U.S. Supreme Court struck down the compelled disclosure of the membership lists of a civil rights organisation (the National Association for the Advancement of Colored People), noting that the mere knowledge of surveillance would force politically unpopular or dissident individuals and groups into self-censorship. This reasoning has also been recognised by Indian courts. As Subba Rao J. noted in his dissent in *Kharak Singh* – which is now good law after being approved in *Puttaswamy* – surveillance places ‘psychological restraints’ that condition our minds and introduce inhibitions that are akin to physical restraints.

Surveillance, when viewed as control over the body of an individual, can also be experienced as a violation of their bodily integrity and mental privacy, that hinders the autonomous management of their bodies and their selves. Feminists have long argued that data must be seen as being inextricably linked to our bodies, and not as something external to ourselves. Control over one’s body, especially for women, is essential to retaining their autonomy, their decision-making ability, and hence, their privacy.

(c) Assessing the constitutionality of surveillance measures

Fundamental rights in India, including the right to privacy, are not absolute and can be restricted if such restrictions are just, fair, and reasonable. As we noted in the previous section, surveillance *per se* impinges on the fundamental rights of citizens and thus must be operationalised and implemented subject to constitutional constraints. Therefore, the central legal question is how to assess when such restrictions are unconstitutional? In addition to its articulation of the right to privacy, *Puttaswamy* also crystallised the proportionality test, to evaluate the constitutionality of a particular State measure that restricts fundamental rights.

The plurality opinion in *Puttaswamy*, authored by Chandrachud J., clarified that all actions which interfere with the right to privacy have to meet the criteria of legality, legitimacy of objectives, and proportionality. In his concurring opinion, Kaul J. fleshed out this test further, setting out a four-part test to determine when a measure is constitutional: (i) the measure must

---

34 357 US 449 (1958) (U.S. Supreme Court).
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be sanctioned by law; (ii) the measure must be necessary in a democratic society for a legitimate aim; (iii) the extent of interference with a right must be proportionate to the need for such interference; and (iv) there must be procedural guarantees against abuse of interference.  

The following criteria thus emerge to evaluate the constitutionality of a surveillance measure:

(i) **Legality**: there must be a law authorising the interference with an individual’s right. Thus, all surveillance measures and systems must be backed by law.

(ii) **Legitimacy, suitability, and necessity**: the measure must pursue a legitimate State aim and be necessary in a democratic society. This latter limb involves evaluating whether: (a) the measure has a rational nexus with the State’s legitimate aim (i.e., to what extent does the measure advance the State’s intended aim); and (b) the measure has the minimal possible impact on rights.

(iii) **Proportionate**: the extent of interference with the fundamental right must be proportionate to the need for such interference.

(iv) **Procedural safeguards**: the law must contain procedural guarantees to prevent abuse.

In 2019, a Constitution Bench of the Supreme Court (5 judges) evaluated the constitutionality of the Indian Government’s Aadhaar welfare scheme in *K.S. Puttaswamy II vs. Union of India* (“Aadhaar Judgement”). The scheme involved the creation of a centralised database consisting of sensitive biometric data of every resident, paired with an Aadhaar number. While the Court upheld the State’s measure, the resulting judgement provided additional specificity on the analysis required to be conducted under Puttaswamy’s proportionality standard; requiring every rights-infringing measure to satisfy the following test:

(i) **Legality**: the measure must be sanctioned by statute.

---

43 Bhandari and Lahiri (n 4).
44 *K S Puttaswamy (Aadhaar 5J) v Union of India* (2019) 1 SCC 1 [109]-[121]; *Bachan Singh v State of Punjab* (1980) 2 SCC 684. In the Indian context, “law” under Art. 21 has been interpreted to mean a “valid” law, that is, more than just the procedure laid down by the law. It also needs to be “fair, just and reasonable.” International human rights jurisprudence incorporates further requirements within ‘legality’; such as the law also needing to be fair, accessible, clear, and having independent oversight mechanisms.
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(ii) **Legitimate goal**: the measure must have a legitimate aim or proper purpose.

(iii) **Suitability**: the measure must be a suitable means of achieving the legitimate aim (i.e., the State’s measure must bear a rational connection to the legitimate aim sought to be achieved).

(iv) **Necessity**: the measure must be the least rights-restrictive option amongst equally effective alternatives. The majority adopted David Bilchitz’s\(^{51}\) formulation for applying this standard, requiring the court to:
(a) identify the range of possible alternative measures that the government could adopt;
(b) determine the effectiveness of each alternative measure to evaluate if they achieve the stated aim in a ‘real and substantial manner’;
(c) determine the impact of the measures on the concerned right; and
(d) make an overall judgement on whether the rights are adequately balanced, and if there is a preferable alternative to the government’s choice.

(v) **Balancing**: the measure must not have a disproportionate impact on the rights holders.

Thus, Indian Supreme Court doctrine provides clear legal standards that every rights-infringing surveillance measure must satisfy. However, the application of these standards is often not rigorous in practice.\(^{52}\) For example, in the *Aadhaar Judgment* itself, the majority and minority subjected the facts of the case to the same proportionality test and arrived at contrasting outcomes on the constitutionality of the measure.\(^{53}\)

Through a study of cases between 2004 to 2016, Aparna Chandra found that the Supreme Court rarely, if ever, engaged in the ‘necessity’ analysis or considered alternative, less rights-infringing measure the government could have pursued.\(^{54}\) It broadly adopted an approach deferential to the State, both on the substantive thresholds and the evidentiary burdens to be satisfied, in assessing the rights-infringing measures.\(^{55}\) Nevertheless, these judgments are significant as they provide a concrete analytical framework to evaluate India’s existing surveillance architecture.

---


\(^{53}\) *K S Puttaswamy (Aadhaar 5J) v Union of India* (2019) 1 SCC 1 [1343]-[1367], [1382]-[1383], [1539]. Chandrachud J wrote a dissenting opinion which agreed that proportionality was the appropriate standard of review but differed from the majority in his application of the test. Unlike the majority, Chandrachud J. found that data collected under Aadhaar could in fact be used to profile and surveil individuals, and that there did exist less intrusive alternative means to achieve the aim of delivering state benefits.
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3. **India’s Legislative Framework for Targeted Surveillance**

Before we can evaluate India’s surveillance frameworks against the legal standards set out in *Puttaswamy*, it is necessary to map India’s legislative and executive framework that governs targeted surveillance. The legislative framework governing targeted surveillance in India consists primarily of the Telegraph Act and IT Act, and their accompanying Rules.

Telecom service providers (“TSPs”) and internet service providers (“ISPs”) require a license issued by the Union Government to operate in India.\(^{56}\) As discussed below, these licenses require TSPs and ISPs to cooperate with law enforcement agencies to operationalise surveillance. Thus, in addition to the statutory frameworks of the Telegraph and IT Acts, the licenses issued to TSPs and ISPs form essential elements of the surveillance architecture in the country.

Finally, Indian criminal law, including the Code of Criminal Procedure, 1973, the Indian Evidence Act, 1872 and specific organised crime and anti-terror statutes also authorise surveillance, and govern the conduct of investigative agencies during criminal investigations to varying degrees, including the crucial issue of admissibility of intercepted communications as evidence at trial.

(a) **Interception under the Telegraph Act, 1885**

The Telegraph Act is a colonial law that deals with the establishment, conduct, and licensing of telegraphs, and authorises the government to set up telegraph lines.\(^{57}\) The definition of ‘telegraph’ is extremely broad, covering both wired and wireless communication, and bringing in virtually any kind of communication device within its ambit.\(^{58}\) Due to its broad definition, the word ‘telegraph’ has the ability to include newer forms of technology and communication devices, such as telephones and wireless mobile phones.\(^{59}\)

In 2022, the Union Government released draft legislation intended to eventually replace the Telegraph Act. The draft, titled the “Indian Communication Bill, 2022” defined “telecommunication services” as services which are made available to users by telecommunication, including “broadcasting services, electronic mail, voice mail, voice, video and data communication services ... fixed and mobile services, internet and broadband services, satellite based communication services, internet based communication services ...”

\(^{56}\) The Indian Telegraph Act, 1885, s. 4

\(^{57}\) The Indian Telegraph Act, 1885, s. 4.

\(^{58}\) Indian Telegraph Act, 1885 s. 3(1AA). “telegraph” means any appliance, instrument, material or apparatus used or capable of use for transmission or reception of signs, signals, writing, images and sounds or intelligence of any nature by wire, visual or other electro-magnetic emissions, Radio waves or Hertzian waves, galvanic, electric or magnetic means. Explanation. “Radio waves” or “Hertzian waves” means electro-magnetic waves of frequencies lower than 3,000 giga-cycles per second propagated in space without artificial guide.

\(^{59}\) Senior Electric Inspector v Laxminarayan Chopra (1962) 3 SCR 146 [7].
interpersonal communication services, machine to machine communication services, over-the-top (OTT) communication services).”

Given this broad definition, and the fact that the Bill also authorises interception on “telecommunication services”, the Bill may have substantial implications for the types of information that could be collected under the new legislation. However, at the time of writing this report, the Union Government is still soliciting feedback on the draft legislation. It is also relevant to note that the standards for interception (i.e., when interception is permitted) in the new Bill are analogous to the standards provided in the Telegraph Act, making an analysis of the Telegraph Act of continued relevance.

(i) Substantive standard for interception

Section 5(1) of the Telegraph Act empowers the Union and state governments to take temporary possession of licensed telegraphs. Section 5(2) empowers the Union and state governments to order the interception or detention of messages, to direct that the messages shall not be transmitted, or that messages shall be disclosed to the government. However, the exercise of this power is subject to two substantive conditions:

1. the occurrence of a “public emergency” OR the interception is “in the interest of public safety”;
2. the interception is “necessary or expedient” in the interests of the “sovereignty and integrity of India, the security of the State, friendly relations with foreign States or public order or for preventing incitement to the commission of an offence”

An interception order under Section 5(2) of the Telegraph Act should be in writing with reasons. However, once an interception order is passed, the power under the provision is wide; any message or class of messages to or from any person or class of persons, or relating to any particular subject can be intercepted and disclosed to the concerned authorities. These messages may have been scheduled to be transmitted, being transmitted, or already received. Thus, understanding the substantive standard for when interception powers may be invoked is crucial.

61 ibid.
62 The Indian Telegraph Act, 1885, s. 5(2).
63 The Indian Telegraph Act, 1885, s. 5(2). The proviso to s. 5(2) provides that messages of accredited government press correspondents intended to be published in India shall not be intercepted or detained unless their transmission has been prohibited under the section.
64 The Indian Telegraph Act, 1885, s. 5(2).
Public emergency and public safety

The Supreme Court of India has interpreted the terms “public emergency” and “in the interest of public safety” to mean situations that are not secretive but are apparent to a reasonable person; and that raise problems concerning the sovereignty, security, or integrity of India, its friendly relations with foreign States, public order, or the prevention of incitement of an offence. In 1997, when the constitutionality of Section 5(2) of the Telegraph Act was challenged in PUCL vs. Union of India, the Supreme Court expressly observed:

Public emergency would mean the prevailing of a sudden condition or state of affairs affecting the people at large calling for immediate action. The expression ‘public safety’ means the state or condition of freedom from danger or risk for the people at large... Neither the occurrence of public emergency nor the interest of public safety are secretive conditions or situations. Either of the situations would be apparent to a reasonable person.

Thus, interception powers under Section 5(2) of the Telegraph Act are not meant to be exercised routinely, simply for the investigation or prevention of a crime. Governments should satisfy themselves about the existence of danger or risk to the public, or a situation where imminent action is necessary. The pre-condition of ‘public emergency’ and ‘public safety’ creates a high threshold for the government to satisfy before it may consider curtailing fundamental rights by intercepting communications.

How this high threshold may apply in practice was demonstrated by the High Court of Bombay in Vinit Kumar vs. Central Bureau of Investigation. In this case, the Central Bureau of Investigation (“CBI”) intercepted conversations from the petitioner’s phone as part of an investigation regarding the bribing of a public servant. The orders of interception were issued on the grounds of ‘public safety’.

Applying the Supreme Court’s ruling in PUCL, the High Court observed that an order based on the ground of ‘public safety’ would have to relate to “danger or risk for the people at large.” The High Court ruled that the charge-sheet submitted by the CBI failed to demonstrate any threat to public safety. Given that the grounds of public emergency or public safety are essential pre-conditions for the invocation of interception powers under Section 5(2) of the Telegraph Act, and these pre-condition had not been fulfilled, the Court quashed the interception order and directed the destruction of the intercepted messages.

---
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Necessary and expedient

Section 5(2) additionally requires that the interception be “necessary or expedient” in the interests of the sovereignty, security, or integrity of India, its friendly relations with foreign States, public order, or the prevention of incitement of an offence. The Supreme Court has provided valuable clarity on how the terms security of the State, public order, and incitement are to be interpreted. The Court has clarified that public order does not mean a simple law and order situation. In Ramlila Maidan vs. Secretary, the Court held that ‘public order’ was “an aggravated form of disturbance of public peace which affects the general course of public life” as distinguished from ‘law and order’ which may include “any act which merely affects the security of others.”

The Court further contrasted the term ‘public order’ with the terms ‘law and order’ and ‘security of the state’. It held that while all three terms fall within the ambit of ‘social order’, the interests of the ‘security of the State’, ‘public order’, and ‘law and order’ form three concentric circles with ‘law and order’ being the outermost and most inclusive circle. Thus, “an activity which could affect ‘law and order’ may not necessarily affect public order and an activity which might be prejudicial to public order, may not necessarily affect the security of the State.”

Lastly, it is relevant to note that when interpreting the term “incitement” in the context of rights-restricting measures, the Supreme Court has repeatedly read in a requirement of imminence and proximity, requiring a strong and close connection between the individual’s conduct and the risk of the offence in question.

(ii) Procedural framework for interception

As noted above, the constitutionality of Section 5(2) of the Telegraph Act was challenged in PUCL as violating the fundamental rights to free speech, privacy, and personal liberty under Articles 19(1)(a) and 21. The petition was filed in light of a report documenting the tapping of politicians’ phones, which highlighted concerns about phone tapping on the basis of oral requests, tapping for beyond 180 days without any permission, the failure of TSPs to maintain proper records for the authorisation of interception, and the non-disclosure of telephone numbers that were under interception. At the time, no rules had been framed on the procedure for the interception of messages.

---
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The petitioners argued that Section 5(2) facilitated telephonic interception without any due process guarantees, and thus the power to intercept communications was unbridled and unconstitutional. The petitioners sought to have Section 5(2) declared unconstitutional or ‘read down’ to include mandatory procedural safeguards to regulate the exercise of interception.

In *PUCL* the Supreme Court acknowledged that telephone tapping was a serious invasion of the right to privacy and that privacy was a fundamental right under Article 21 of the Constitution. However, rather than strike down Section 5(2), the Court laid down guidelines that formed procedural safeguards to adequately balance the State’s intelligence gathering with the invasion of privacy caused by telephone tapping.77 These guidelines were largely codified in 1999 by the Union Government when it added Rule 419A to the Indian Telegraph Rules (“Telegraph Rules”), 78 (Rule 419A was subsequently amended in 2007 and 2014.) Rule 419A prescribes the procedure for interception and is discussed below.

It is important to note, however, that although the petitioners argued that prior judicial scrutiny or a judicial warrant should be required before passing an interception order under Section 5(2), the Court rejected this argument. It agreed with the *amicus* and the government’s contention that since prior judicial oversight of surveillance action was not envisaged in the Telegraph Act, it could not read in such a requirement. It also drew support from the fact that the then equivalent legislation in the United Kingdom, the Interception of Communications Act, 1985, also did not require a judicial warrant to carry out interception. However, courts can still exercise their power of judicial review *post facto*, to determine whether the procedure for interception was just, fair, and reasonable; and complied with Section 5(2) of the Telegraph Act and Rule 419A of the Telegraph Rules.79

**Procedure for interception under the Telegraph Act**

Rule 419A provides that the order for interception shall, in the ordinary course, only be issued by the ‘competent authority’. This is the Secretary to the Ministry of Home Affairs at the Union level, and the Secretary to the Home Department in cases of the state government.80 In unavoidable circumstances or emergent cases, these powers can be exercised by more junior level officers, or the heads of the concerned investigative agencies or police, subject to certain conditions.81 Where an interception order is passed by a member of the police or investigative agency, the Secretary, Ministry of Home Affairs (for the Union Government) or the Secretary, Home Department (for the State Government), as competent authorities, must be informed of

77 *PUCL v Union of India* (1997) 1 SCC 301 [34].

78 Indian Telegraph Act, 1885, s. 7 pertains to rule-making powers of the Union Government. s. 7(2)(b) empowers the Government to make rules on the precautions to be taken for preventing improper interception or disclosure of messages.


80 Indian Telegraph Rules, 1951, r. 419A(1).

81 Indian Telegraph Rules, 1951, r. 419A(1).
the interception within three days and must confirm the interception order within seven days. If the interception order is not confirmed, Rule 419A(1) stipulates that the interception shall cease, but does not state that the interception order is void ab-initio or that the intercepted material must be destroyed. The flow chart below depicts the procedure to procure a lawful interception order.

The interception order issued under Section 5(2) must be in writing, and must document the reasons for interception. While issuing an interception order, the officer has to consider the possibility of acquiring the information through other means, and an order should only be passed when it is not possible to acquire the information through any other reasonable means. The order must specify that the use of the intercepted messages is subject to Section 5(2) of the Telegraph Act. Once issued, an order will remain valid for a period of 60 days unless revoked earlier, and can be renewed for a maximum period of 180 days.

Notably, records of the interception directions and the intercepted messages have to be destroyed by the competent authority and the investigative agencies every six months, unless retained for ‘functional requirements’. Similarly, service providers are also obligated to maintain ‘extreme secrecy’ and destroy records pertaining to the direction for interception.

---
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within two months of the stoppage of the same. These confidentiality requirements ensure that the nature of surveillance remains secret, even after the fact.

Interception orders must also be forwarded to the three-member Review Committee (consisting entirely of senior government officials from the executive) within seven working days. At the Union level, the Review Committee comprises the Cabinet Secretary (as the Chairperson), the Law Secretary, and the Secretary to the Department of Telecommunications. The Review Committee at the state level is comprised of equivalent officers.

The Committee must meet at least once in two months and record its findings on the validity of interception orders and compliance with the parameters of Section 5(2) of the Telegraph Act. If it finds that the interception directions are not in consonance with the requirements of Section 5(2), it may set aside the orders or order the destruction of the data already intercepted.

**Call data not interception**

Authorities, government agencies, or statutory regulators not mentioned in Rule 419A cannot be authorised by the Union Government under Section 5(2) to intercept or prohibit the sending of calls or messages. State police also cannot exercise interception powers under the Telegraph Act. However, the provision does not prevent regulators such as the Securities and Exchange Board of India (“SEBI”) from requisitioning static information such as call detail records (“CDRs”) and other details such as tower location from TSPs – since they do not relate to the interception of messages.

In *Indian Council of Investors vs. Union of India*, the Bombay High Court clarified that apart from its powers under the SEBI Act and Securities Law (Amendment) Ordinances (issued in 2013 and 2014) that permitted SEBI to call for CDRs, “the calling of static information like CDRs from a TSP does not in any manner violate Section 5(2) of the Indian Telegraph Act, 1885.” To prevent the abuse of this power, the Bombay High Court laid down safeguards to regulate the exercise of such powers by SEBI, such as requiring the requisitioning of CDRs and tower location information be done in accordance with law, as such requests constituted infringements on a subscriber’s right to privacy.

While this decision applies to SEBI, it is important to note that state police can still request CDRs of investigative targets under Section 91 of the Code of Criminal Procedure, 1973.

---
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whenever it is “necessary or desirable”. Section 91 gives the police wide powers, and is examined in detail below.

(b) Duty of telecom service providers

As discussed above, to operate in India, a TSP or ISP must obtain a license from the Union Government. The Department of Telecommunications, India’s government department for telecom regulation, enters into license agreements with service providers to enable them to operate in India. These Unified License Agreements (“UL”) impose obligations on the service providers, including enabling State surveillance of communication by disclosing content and metadata of communication, providing access to CDRs, and the location of target subscribers.

Thus, while the Telegraph Act and IT Act set out how and when surveillance can take place, the licensing regime under the Telegraph Act dictates how surveillance is operationalised, by setting out the obligations on service providers to create and operate the techno-legal infrastructure for surveillance.

(i) Unified License framework

Authorisation under the UL can be for any one of several services, including Unified License (all services); Access Service (including specific service areas); Internet Service (divided further into Category A, with all India jurisdiction, and Categories B and C in service areas and secondary switching areas); and National and International Long-Distance Service.

The licensor is the President of India acting through the Department of Telecommunication, and the licensee is the service provider (e.g. an ISP or a TSP). The license is valid for a period of twenty years, and is governed by the Telegraph Act, Wireless Telegraphy Act, Telecom Regulatory Authority of India Act, and the IT Act.

The UL facilitates State surveillance through various contractual obligations imposed on ISPs and TSPs. First, service providers have to set up requisite monitoring and interception facilities and equipment, at their own cost, for each type of service. In the same vein, licensees must

---


95 Indian Telegraph Act, 1885, s. 4(2).


ensure that the necessary hardware and software is available in their equipment to undertake lawful interception and monitoring from a centralised location. For monitoring traffic, the licensees must also provide the security agencies access to their network and other facilities as well as to books of accounts.

Once operational, service providers must provide the necessary facilities to enable interception under Section 5(2) of the Telegraph Act. Service providers must also be able to trace “nuisance, obnoxious or malicious calls, messages or communications” on its network at the behest of the State, for the investigation or detection of crime or in the interest of national security.

All service providers must provide traceable identity information of their subscribers. However, in case of providing service to roaming subscribers of foreign companies, the Indian company shall endeavour to obtain traceable identity of roaming subscribers from the foreign company as a part of its roaming agreement. In the same vein, all service providers must be able to provide geographical location of any subscriber (base station location and location details including latitude & longitude details) at a given point of time.

Service providers are also required to provide the necessary facilities to the government to counteract espionage, subversive acts, sabotage, or any other unlawful activity. Service providers are prohibited from employing bulk encryption equipment on their network, and the government may evaluate any encryption equipment connected to the network. However, the service providers must also ensure the privacy of communications, and ensure unauthorised interception of messages does not take place.

**ISP licenses**

ISP licenses are granted as a subset of the broader ULs. In addition to the general obligations specified above, ISPs must maintain lawful interception and monitoring systems for internet traffic through their Internet gateways or Internet nodes, based on the requirements of investigative agencies, including Internet telephony traffic. These systems can be set up at a
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central location at the ISP’s premises, or at specific nodes or points of presence. Further, all licensees also have to maintain copies of all the packets originating from or terminating into ‘Customer Premises Equipment’ (instruments such as modems located on the customer’s property) for the purpose of interception and monitoring of traffic, and these packets must be made available to the government and investigative agencies.

**Access service licenses**

Access licenses are also granted as a subset of the broader UL for providing access services, covering the transmission of voice and non-voice messages over the licensee’s designated network. In addition to the general obligations of the UL mentioned above, licensees providing access services have to maintain and furnish all call-related information, including mobile numbers (even when a subscriber is roaming); time, date and duration of interception; location of target subscribers; telephone numbers (if call forwarding features have been invoked); data records for failed call attempts; and CDRs of a roaming subscriber, along with the monitored call, as and when required.

Moreover, since the State has the right to monitor the telecommunications traffic at any point in the network of the TSP where it is technically feasible, the provider must undertake the installation, use, and maintenance of the monitoring equipment, often at its own cost. The service provider must ensure suitable redundancy facilities in the complete chain of monitoring equipment for trouble-free operations of monitoring of at least 480 simultaneous calls, with at least thirty simultaneous calls for any authorised law enforcement agency.

**(ii) Prevention of unauthorised surveillance**

When an interception order is issued, the order is communicated to the relevant service provider who has been granted a license under the Telegraph Act. The Telegraph Rules require licensed service providers to put in place ‘adequate and effective internal checks’ to ensure unauthorised interception does not take place and protect the privacy of the persons whose messages are intercepted. Service providers must designate two nodal officers in every area, state, and union territory to handle requests for interception.

In 2011, the Supreme Court in *Amar Singh vs. Union of India* faced a dispute where the interception orders received by the TSPs were later found to be falsified and not from the government authorities. The Court ruled that service providers should immediately act on
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interception order, but to prevent unauthorised interception must also “simultaneously verify the authenticity of the same from the author of the document.”\textsuperscript{116}

The Court opined that TSPs and ISPs provided functions of a ‘public nature’ and thus, it was “inherent in its duty to act carefully and with a sense of responsibility.”\textsuperscript{117} The Court found that the communication sent to the TSP had many errors and mistakes and could not have seemed like a genuine official communication to any reasonable person. Thus, it held that the service provider failed in its duty to verify the authenticity of such communication.

The Court in \textit{Amar Singh} also directed the Union Government to frame statutory guidelines to prevent unauthorised interception.\textsuperscript{118} In 2014, the government amended Rule 419A of the Telegraph Rules to include some safeguards against unauthorised interception.\textsuperscript{119} The amended Rule 419A requires an officer to deliver a written requisition to the service providers ‘by secure electronic communication\textsuperscript{120} and every fifteen days, the service providers must forward a list of authorisation orders received to the issuing authorities to confirm their authenticity.\textsuperscript{121}

\textbf{(c) Surveillance under the Information Technology Act, 2000}

The IT Act was passed with the objective of facilitating economic growth by giving legal recognition to e-commerce and electronic transactions. It provides a legal framework to regulate India’s digital ecosystem, electronic communication, cyber-crimes, and security practices.

The law was significantly amended in February 2009, when Parliament passed the Information Technology (Amendment) Act, 2008. The amendment was introduced in the aftermath of the terror attacks in Mumbai, and added new provisions for the interception, monitoring, and decryption of communications, and for the monitoring of internet traffic data. The amendment also provided safeguards to protect personal data, and delineated responsibilities for service providers and intermediaries.\textsuperscript{122}

As we discuss below, the IT Act permits direct surveillance through Section 69 and Section 69B of the IT Act, and indirect surveillance and monitoring through intermediary liability provisions and the regulation of cyber cafes.\textsuperscript{123}

\textsuperscript{116} \textit{Amar Singh v Union of India} (2011) 7 SCC 69 [39]-[42].

\textsuperscript{117} \textit{Amar Singh v Union of India} (2011) 7 SCC 69 [42].

\textsuperscript{118} \textit{Amar Singh v Union of India} (2011) 7 SCC 69 [43].

\textsuperscript{119} G.S.R. 18, Indian Telegraph (1\textsuperscript{st} Amendment of 2014) Rules, 2014, (28 January 2014).

\textsuperscript{120} Indian Telegraph Rules, 1951, r. 419A(7).

\textsuperscript{121} See Indian Telegraph Rules, 1951, r. 419A(13).

\textsuperscript{122} The Information Technology (Amendment) Act, 2008, ss. 22, 40.

In general, the powers vested in the State under the IT Act to intercept and monitor electronic communication and online activity are wider than the Telegraph Act. This is primarily because the IT Act authorises interception and monitoring on a “computer resource” as opposed to a “telegraph”. The Telegraph Act defines “telegraph” as ‘any appliance, instrument, material or apparatus used for transmission or reception of signs, signals, images, sounds, or intelligence by wire, visual, or electro-magnetic emissions.” However, the IT Act authorises interception and monitoring of a “computer resource” which is defined to include a “computer” and a “computer system”. Thus, while the Telegraph Act’s interception provisions are primarily directed at TSPs and ISPs responsible for the transmission of communications, the IT Act permits surveillance through TSPs and ISPs but also on any computer system that not only transmits but also hosts or stores information, including individual devices (e.g., a laptop or a server).

There is some overlap in the operation of interception regimes of the Telegraph Act and the IT Act with respect to communications through mobile phones. This is because telephones (including mobile phones) are classified both as a “telegraph” under the Telegraph Act and a “communication device” within the meaning of ‘computer resource’ under the IT Act. Thus interception on mobile phones may take place on either statute.

In January 2019, various civil society organisations and human rights activists challenged the constitutionality of the surveillance powers under Section 69 of the IT Act, including the procedures and safeguards for surveillance set out in delegated legislation, in multiple petitions before the Supreme Court. The challenge was predicated on the changing standards of the right to privacy and proportionality elaborated by the Supreme Court in Puttaswamy and the Aadhaar Judgment. The petitions are currently pending before the Court.

---

124 Indian Telegraph Act 1885, s. 3(1AA).
125 Information Technology Act, 2000, s. 2(1)(i). “Computer” means any electronic, magnetic, optical or other high speed data processing device or system which performs logical, arithmetic, and memory functions by manipulations of electronic, magnetic or optical impulses, and includes all input, output, processing, storage, computer software or communication facilities which are connected or related to the computer in a computer system or computer network.
126 Information Technology Act, 2000, s. 2(1)(l). “Computer system” means a device or collection of devices, including input and output support devices and excluding calculators which are not programmable and capable of being used in conjunction with external files, which contain computer programmes, electronic instructions, input data and output data, that performs logic, arithmetic, data storage and retrieval, communication control and other functions.
127 Indian Telegraph Act 1885, s. 5(2); Information Technology Act, 2000, s. 69(1). The Telegraph Act specifically uses the phrase “brought for transmission by or transmitted or received by any telegraph”, while the IT Act uses the phrase “information generated, transmitted, received or stored in any computer resource”.
128 Kharbanda (n 96). Overlap with the IT Act.
129 Internet Freedom Foundation v Union of India WP (C) 44 of 2019; PUCL v Union of India WP (C) 61 of 2019.
130 M L Sharma v Union of India WP (Criminal) 1 of 2019 (see also cases tagged with this petition).
Section 69 of the IT Act lays down the power of the Union and state governments to issue directions to monitor, intercept, or decrypt (collectively ‘electronic surveillance’) any information generated, transmitted, received, or stored on a computer resource. Thus, Section 69 authorises State surveillance of the content of electronic communication both in real time and after the fact.

Electronic surveillance orders must be in writing and contain the reasons for surveillance. Just as under the Telegraph Act, service providers are tasked with operationalising surveillance. However, in the case of the IT Act, such service providers may include TSPs, ISPs, or even online intermediaries.

Substantive standard for interception

Under Section 69 of the IT Act, the State may authorise electronic surveillance if it is satisfied that it is “necessary or expedient” to do so in the interests of the sovereignty, integrity, defence, or security of India, its friendly relations with foreign States, public order, preventing the incitement to any cognizable offence, or for the investigation of an offence. Although Section 69 has evidently been modelled after Section 5(2) of the Telegraph Act, there are two key differences that result in Section 69 expanding the surveillance power of the State.

(1) The pre-conditions of “public emergency” or in the “interest of public safety” for invoking surveillance powers under Section 5(2) of the Telegraph Act have been removed. Thus, key threshold requirements that form constraints on when the State may exercise its surveillance powers have been removed. This substantially expands when the State may conduct surveillance, consequently heightening the risk to the right to privacy of citizens. This approach also deviates from the surveillance framework considered (and modified) by the Supreme Court in PUCL. The Court upheld the constitutionality of the Telegraph Act’s interception regime inter alia because it included a high substantive threshold for the initiation of surveillance (public emergency and the interests of public safety) that is absent in the IT Act and may alter an analysis of the latter statute’s constitutionality.
(2) Section 69(1) of the IT Act *expands* the reasons for which electronic surveillance may be conducted. In addition to the grounds such as the sovereignty of India and public order listed in the Telegraph Act, the IT Act authorises electronic surveillance for reasons of ‘investigating an offence’ or the “defence of India”.\(^\text{137}\)

In the context of the Telegraph Act, the Supreme Court had interpreted the terms “public emergency” and “in the interests of public safety” fairly strictly, requiring the State to demonstrate how ‘the interests of the people at large’ were impacted for surveillance to be justified. The absence of these pre-conditions coupled with the authorisation of surveillance for ‘investigating an offence’ allows the surveillance powers of the IT Act to be utilized for ordinary law enforcement investigations, even to target a single individual. This may be contrasted to the Telegraph Act, which only permits interception in situations where the welfare of a large number of people may be at stake (in public emergencies or situations impacting public safety). Thus, the substantive threshold for the IT Act is significantly lower than that of the Telegraph Act. As discussed later in this report, this has significant implications when assessing the constitutionality of the surveillance provisions under the IT Act.

**Procedural framework for interception under the IT Act**

The procedure and safeguards for electronic surveillance under Section 69 are set out in delegated legislation,\(^\text{138}\) specifically the Information Technology (Procedure and Safeguards for Interception, Monitoring and Decryption of Information) Rules, 2009 (“**IT Interception Rules**”). As noted above, an order for electronic surveillance under the IT Act must be in writing,\(^\text{139}\) contain the reasons for issuing such a direction, and specify the name and designation of officer to whom the information is to be disclosed.\(^\text{140}\)

Under the IT Interception Rules, the “competent authority” to issue electronic surveillance orders is the Secretary to the Ministry of Home Affairs where the Union Government is concerned, and the Secretary to the Home Department, in cases of a State Government.\(^\text{141}\) In unavoidable circumstances or emergent cases, these powers can be exercised by more junior level officers, subject to certain conditions including *ex-post* approval by the above-mentioned senior officers.\(^\text{142}\) State level police officers, such as the Station House Officer of a police station, cannot directly authorise electronic surveillance.\(^\text{143}\) Like Rule 419A of the Telegraph Rules, where interception orders are issued by members of investigative agencies or the police, the competent authority must be informed within three days and the interception order must be

\(^{137}\) Information Technology Act, 2000, s. 69.

\(^{138}\) Information Technology Act, 2000, s. 69(2).

\(^{139}\) Information Technology Act, 2000, s. 69(1).

\(^{140}\) IT Interception Rules, r. 7, 10.

\(^{141}\) IT Interception Rules, r. 2(d) read with r. 3.

\(^{142}\) IT Interception Rules, r. 3.

\(^{143}\) IT Interception Rules, r. 3 (proviso).
confirmed within seven days.\textsuperscript{144} If an order is not confirmed, the IT Interception Rules state that the interception shall cease,\textsuperscript{145} but do not state that the interception order is \textit{void ab initio} or that the intelligence gathered during the seven days shall be destroyed. A flow chart depicting the procedure to procure a lawful interception order is provided below:

\begin{center}
\includegraphics[width=\textwidth]{flowchart.png}
\end{center}

The competent authority may also empower an ‘authorised agency’ to conduct electronic surveillance on a computer resource for the purposes specified in Section 69(1).\textsuperscript{146} In December 2018, the Ministry of Home Affairs issued a notification authorising ten Union Government agencies including the CBI, Intelligence Bureau, Research & Analysis Wing, and Enforcement Directorate to conduct electronic surveillance under the IT Act.\textsuperscript{147} These are thus the ‘authorised agencies’ under Section 69 of the IT Act.

This notification has also been challenged as part of the larger constitutional challenge to electronic surveillance under the IT Act.\textsuperscript{148} The petitioners in this case \textit{inter alia} argue that the notification, and the scheme of surveillance under Section 69(1) of the IT Act contravenes the
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Aadhaar Judgement, which struck down a provision permitting officers holding the rank of Joint Secretary to disclose citizen’s information in the interest of national security.\textsuperscript{149}

As under the Telegraph Rules, the IT Interception Rules requires the competent authority (or authorised agency) to consider alternative means to acquire the information prior to issuing a surveillance order.\textsuperscript{150} The electronic surveillance order will remain valid for a period of 60 days unless revoked earlier, and can be renewed for a maximum of 180 days.\textsuperscript{151}

Rule 22 of the IT Interception Rules requires the agency implementing surveillance to destroy all records, including those pertaining to directions for electronic surveillance, every six months, unless needed for “functional requirements.”\textsuperscript{152} Intermediaries also must destroy records pertaining to the surveillance directions within two months from the discontinuance of electronic surveillance, and in doing so, they must maintain extreme secrecy.\textsuperscript{153}

In an appeal against the non-disclosure of information under the Right to Information Act, 2005 before the High Court of Delhi, when asked about the total number of electronic surveillance orders passed under the IT Act, the Ministry of Home Affairs of the Union Government cited Rule 22 as a reason for destroying even information regarding the total number of surveillance orders passed over a two-year period.\textsuperscript{154} The High Court directed the Central Information Commission to decide on the validity of the Union Government’s justification for not disclosing the total number of electronic surveillance orders.\textsuperscript{155}

As discussed at the start of this section, orders for electronic surveillance under Section 69 may be issued to TSPs, ISPs, or online intermediaries.\textsuperscript{156} Under sections 69(3) and 69(4) of the IT Act, all ‘intermediaries’ or ‘persons in charge of a computer resource’ must “extend all facilities and technical assistance” to provide access to the specified computer resource, secure


\textsuperscript{150} IT Interception Rules, r. 8.

\textsuperscript{151} IT Interception Rules, r. 11.

\textsuperscript{152} IT Interception Rules, r. 23(1).

\textsuperscript{153} IT Interception Rules, r. 23(2).


\textsuperscript{156} Information Technology Act, 2000, s. 2(1)(w).
intercept, monitor or decrypt the information on the resource, or provide the information stored in the computer resource.

This includes providing technical assistance and equipment (or access to equipment) including hardware, software, firmware, storage, and relevant interfaces to facilitate surveillance. Such technical assistance could be for: (i) the installation of equipment of the authorised agency; (ii) the maintenance, testing or use of such equipment; (iii) the removal of such equipment; or (iv) the performance of any action required for accessing stored information.

This extends to authorising intermediaries to install computer equipment, install any communication link software at the subscriber’s end, and access stored information from a computer resource. Failure to provide technical assistance is punishable with imprisonment up to seven years and a fine.

To guard against unauthorised surveillance, intermediaries must send a list of electronic surveillance orders received by them every fifteen days to the issuing authorities and agencies, to confirm the authenticity of the orders. Intermediaries must also ensure that the contents of intercepted, monitored, or decrypted information are not used or disclosed to any person other than the intended recipient of the information.

Similar purpose limitation obligations are placed on the agencies authorised to carry out surveillance; they cannot disclose the contents of information gathered except when sharing intelligence with other agencies for investigatory purposes, or in judicial proceedings. The contents of collected information cannot be disclosed or reported in public by any means without a prior court order.

A copy of every electronic surveillance direction shall be sent to the Review Committee that reviews telephonic interception under the Telegraph Act (constituted under Rule 419A of the Telegraph Rules) within seven working days. The Review Committee must meet at least once in two months and record its findings on whether the directions for electronic surveillance comply with the IT Interception Rules. In case the Committee is of the opinion that the
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directions are not in accordance with the Rules, it may set aside the directions and issue orders for destruction of the electronic records collected.\(^\text{167}\)

\((ii)\) Monitoring and collecting traffic data or metadata under Section 69B, IT Act

Section 69B of the IT Act empowers the Union Government to authorise any government agency to monitor and collect: (i) “traffic data” or (ii) information generated, transmitted, received or stored in any computer resource. The information may be collected for cyber security purposes or to prevent the intrusion or spread of a computer contaminant in the country.\(^\text{168}\)

Traffic data has been defined in a manner that includes metadata\(^\text{169}\) (i.e., data about data). Thus, Section 69B enables the government to engage in the surveillance of internet metadata. The collection of metadata does raise certain risks to the right to privacy. As explained by the Necessary & Proportionate Principles launched at the UN Human Rights Council in Geneva (cited by Nariman J. in Puttaswamy), “communications metadata may create a profile of an individual’s life, including medical conditions, political and religious viewpoints, associations, interactions and interests, disclosing as much detail as, or even greater detail than would be discernible from the content of communications.”\(^\text{170}\)

Permitting the collection of ‘information generated, transmitted, received or stored in any computer service,’ would seemingly allow broad and deep surveillance. However, recognised practice under this provision is yet to emerge, and courts are yet to meaningfully interpret this provision. Unlike electronic surveillance powers under Section 69, the power to monitor and collect ‘traffic data’ and other information is limited to the Union Government. State governments cannot exercise any surveillance powers under Section 69B of the IT Act.

\textbf{Substantive and procedural contours of Section 69B}

The powers under Section 69B can only be exercised for two purposes: (i) to enhance “cyber security”; and (ii) for identification, analysis and prevention of intrusion or spread of a “computer contaminant” in the country. Both the terms “cyber security” and “computer contaminant” have been broadly defined in the IT Act\(^\text{171}\) and vest substantial discretion with
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\(^\text{171}\) Information Technology Act, 2000, s. 2(1)(ns); Information Technology (Procedure and safeguard for Monitoring and Collecting Traffic Data or Information) Rules, 2009 G.S.R. 782(E) dated 27 October 2009 [“IT Traffic Data Rules”], r. 3(2). Cyber security is defined as “protecting information, equipment, devices computer, computer resource, communication device and information stored therein from unauthorised access, use, disclosure, disruption, modification or destruction”; Information Technology Act, 2000, s. 43, Explanation
the government in determining when to exercise these powers. For example, under the head of “cyber security” a monitoring order can be issued for the forecasting of imminent cyber incidents, detection of viruses or computer contaminant, and tracking cyber security breaches.

Like Section 69, the Union Government has the power to specify the procedure for carrying out surveillance under Section 69B through delegated legislation. In this regard, the Union Government notified the Information Technology (Procedure and Safeguard for Monitoring and Collecting Traffic Data or Information) Rules, 2009 (“IT Traffic Data Rules”) in 2009. Any action under Section 69B must be carried out according to the procedure and safeguards laid down in these Rules.

The competent authority to authorise surveillance under Section 69B is the Secretary to the Ministry of Electronics and Information Technology (“MEITY”); who can further authorise any agency to undertake such monitoring and collection. Orders for monitoring must be in writing and contain reasons. As under Section 69, the intermediary is bound to provide technical assistance and extend all facilities.

The Review Committee constituted under Rule 419A of the Telegraph Rules, that reviews interception orders under Section 5 of the Telegraph Act and electronic surveillance orders under Section 69 of the IT Act, also reviews the orders passed under Section 69B, to ensure compliance with Section 69B and the IT Traffic Data Rules. The Review Committee can order the destruction of data collected in case of non-compliance. Further, strict confidentiality is to be maintained with respect to the orders issued under Section 69B for monitoring and collection of traffic data and information.

(iii) Duty of intermediaries

Under Section 67C of the IT Act, intermediaries have a duty to preserve and retain information specified by the Union Government. They must do so for a duration, and in a manner,
prescribed by the Government. Knowingly or intentionally failing to comply with this provision is punishable with imprisonment for up to three years and a fine.\textsuperscript{180}

**Decryption**

The IT Interception Rules also stipulate that where an intermediary holds a decryption key, the intermediary must disclose the key or provide decryption assistance as may be specified in the electronic surveillance order issued under Section 69 of the IT Act.\textsuperscript{181} However, the IT Interception Rules clarify that the decryption direction “shall be limited to the extent the information is encrypted by the intermediary or the intermediary has control over the decryption key.”\textsuperscript{182} Thus, under the IT Interception Rules, the duty of “technical assistance” would appear not to require an intermediary to implement changes in its platform architecture to create a backdoor, or weaken end-to-end encryption,\textsuperscript{183} but merely assist with decryption in situations where it possesses the decryption key.

The issue of decryption was briefly argued before Indian courts in the context of the default end-to-end encryption provided by WhatsApp.\textsuperscript{184} Subsequently, the adoption of the Information Technology (Intermediary Guidelines and Digital Media Ethics Code), 2021 (\textit{“Intermediary Guidelines 2021”}) introduced a requirement that a “social media intermediary” having more than five million users and “providing services primarily in the nature of messaging” shall “enable the identification of the first originator” of a particular message on its platform;\textsuperscript{185} this requirement has also been challenged.\textsuperscript{186} No judgement has been delivered in any of these cases at the time of this report.

\textsuperscript{180} Information Technology Act, 2000, s. 67C(2).

\textsuperscript{181} IT Interception Rules, r. 5.

\textsuperscript{182} IT Interception Rules, r. 13.


\textsuperscript{185} Intermediary Guidelines 2021, r. 4(2). \textit{See also} Intermediary Guidelines 2021, r. 2(1)(w) defining “social media intermediary” as an intermediary which primarily or solely enables online interaction between two or more users and allows them to create, upload, share, disseminate, modify or access information using its services; Ministry of Electronics and Information Technology, Notification S.O. 942(E) dated 25 February 2021 stipulating that every “social media intermediary” having more than five million users shall qualify as a “significant social media intermediary” bound by Rule 4 of the Intermediary Guidelines 2021.

\textsuperscript{186} Facebook Inc v Union of India WP (C) 7281 of 2021 (High Court of Delhi); WhatsApp LLC v Union of India WP (C) 7284 of 2021 (High Court of Delhi).
Intermediary liability

The Indian model of intermediary liability differs from the absolute model of safe harbour exemption under Section 230 of the Communications Decency Act of the United States.\textsuperscript{187} In order to qualify for safe harbour in India, intermediaries must comply with various conditions set out under Section 79 of the IT Act and rules prescribed by the Union Government – the Intermediary Guidelines 2021.\textsuperscript{188}

Intermediaries must comply with these Guidelines to retain their safe harbour protection and avoid prosecution under criminal law for any unlawful content they host. Non-compliance with the Intermediary Guidelines 2021 may have other adverse consequences for ‘significant social media intermediaries’ (social media intermediaries with more than five million users in India).\textsuperscript{189} Such entities are required to appoint local officers who reside in India, who are in turn responsible for coordination with investigative agencies and ensuring compliance with the Intermediary Guidelines 2021 more generally.\textsuperscript{190} A breach of the Guidelines could result in the local officers being held personally liable.\textsuperscript{191}

Challenges to the constitutionality of the Intermediary Guidelines 2021 are currently pending before multiple High Courts and the Supreme Court in India.\textsuperscript{192} On 9 May 2022, the Supreme Court stayed all proceedings in the High Courts until it decides whether these cases should be transferred to the Supreme Court and heard together.\textsuperscript{193}

From the perspective of surveillance, two provisions are relevant. First, under Rule 3(1)(j) of the Intermediary Guidelines 2021, any intermediary (whether TSP, ISP, or online intermediary), must provide authorised investigative agencies with ‘information under its control or possession, or assistance’ within 72 hours of receipt of a written order. Such orders
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may be issued to intermediaries for the purposes of verifying the identity of an internet user or for the prevention, investigation, or prosecution of an offence under any law. It is unclear how the scope of ‘information or assistance’ is to be interpreted, or how it relates to their duty to provide ‘technical assistance’ under Section 69 of the IT Act and the IT Interception Rules.

Second, Rule 4(2) requires significant social media intermediaries that provide “messaging services” to identify the “first originator” of content pursuant to an order by a court or an authorised investigative agency under Section 69 of the IT Act. Although the term “first originator” is not defined in the IT Act or the Intermediary Guidelines 2021, the IT Act does define the term ‘originator’ to mean a person who generates, stores, or transmits an electronic message or by their actions, causes a message to be generated, stored, or transmitted. Thus, the term “first originator” may be construed to mean the first person to generate, store, or transmit a specific piece of content on a messaging network. Rule 4(2) also states that where content originates from outside India, the “first originator” of the content shall be deemed to be the first person to have received the content in India.¹⁹⁴

An order to trace the “first originator” under Rule 4(2) shall only be passed for the purposes of preventing, detecting, investigating, prosecuting, or punishing an offence related to the sovereignty, integrity, or security of India, its friendly relations with foreign States; public order; the incitement to such offences; or offences relating to rape, sexually explicit material, or child sexual abuse material.¹⁹⁵ No order can be passed under Rule 4(2) if alternative, less intrusive means of identifying the originator are possible.¹⁹⁶ The Rule states that in complying with an order under Rule 4(2), a significant social media intermediary such as WhatsApp will not have to disclose the content of the message, or any other information relating to the first originator or its other users.¹⁹⁷

WhatsApp has specifically challenged the constitutionality of Rule 4(2) before the Delhi High Court for violating the fundamental rights of free speech and privacy of its users.¹⁹⁸ A WhatsApp spokesperson said that, “Requiring messaging apps to “trace” chats is the equivalent of asking us to keep a fingerprint of every single message sent on WhatsApp, which would break end-to-end encryption and fundamentally undermines people’s right to privacy.”¹⁹⁹ Other petitions by Indian companies and citizens have challenged Rule 4(2) as being disproportionate and presuming criminality on an entire population, in violation of the

¹⁹⁴ Intermediary Guidelines 2021, r. 4(2) (fourth proviso).
¹⁹⁵ Intermediary Guidelines 2021, r. 4(2) (first proviso).
¹⁹⁶ Intermediary Guidelines 2021, r. 4(2) (second proviso).
¹⁹⁷ Intermediary Guidelines 2021, r. 4(2) (third proviso).
¹⁹⁸ WhatsApp LLC v Union of India WP (C) 7284 of 2021 (High Court of Delhi).
Various experts have argued that Rule 4(2) is disproportionate, as it infringes on the privacy of all users of messaging services to catch a few allegedly unlawful actors.

(iv) Cyber Café Rules

Cybercafés are facilities from where internet access is offered to members of the general public in the ordinary course of business. Cybercafés are under a legal obligation to share information with the government, including logs reporting internet usage and the personal details of all visitors. The monthly reports thus allow the government to monitor the cybercafé usage of all citizens.

Authorised government officers are empowered to check a cybercafé at any time to assess compliance with the Information Technology (Guidelines for Cyber Café) Rules, 2011. During such an inspection, the cybercafé must share ‘every related document, register, or any necessary information’ with the inspecting officer.

Notably, the inspecting authorities are not required to satisfy any preconditions to access such materials, or even have a reasonable suspicion of illegality before conducting such a search. Thus, the 2011 Rules raise concerns that these provisions will enable State surveillance by allowing the indirect monitoring of citizens’ internet usage and activities. However, it must be noted that with the increase of mobile internet subscribers in India, reliance on cybercafés to access the internet has reduced.

(v) Other powers under the IT Act

Apart from the surveillance powers described above, the IT Act also confers the power to call for information (and thus conduct indirect surveillance) on authorities such as the Controller of Certifying authorities (“CCA”), and the Indian Computer Emergency Response Team (“CERT-In”).
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The CCA is a public authority set up by the IT Act to licence and regulate the functioning of Certifying Authorities (the entities granted a license to issue electronic signature certificates). To carry out its functions, the CCA has been granted a wide range of powers that raise surveillance-related concerns. The CCA, or an officer authorised by it, can investigate the contravention of any provision or rule under the IT Act, and its investigative powers are akin to those granted to income tax authorities under the Income Tax Act, 1961. Thus, the CCA can call for electronically stored information and conduct searches.

This power extends to information from intermediaries. For example, disclosures under the Right to Information Act, 2005 (“RTI Act”) revealed that in 2011, the CCA made 73 requests for user data and information to Yahoo, Google, Facebook, AOL, Orkut, Hotmail, and other intermediaries.

CERT-In, established under Sec. 70B(1) of the IT Act, is under the administrative control of MEITy. CERT-In is tasked with ensuring cybersecurity and responding to cybersecurity incidents by collecting and analysing information, undertaking emergency measures, issuing alerts, and coordinating cyber incident response activities. To carry out these functions, CERT-In can call for information or issue directions to intermediaries, service providers, data centres, and companies. Failure to provide information to CERT-In is punishable with imprisonment up to one year and/or a fine up to ₹ 1,00,000.

On 28th April 2022, MEITy and CERT-In released directions which require, inter alia, providers of virtual private networks and virtual private servers to maintain records of:

- the names, addresses, and contact numbers of their subscribers;
- IP addresses allotted to subscribers;
- IP addresses and email addresses used by subscribers at the time of onboarding;
- the period and purpose for which the virtual private network service was utilised; and
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CERT-In also requires all intermediaries and data centres to “mandatorily enable logs of all their ICT systems and maintain them securely for a rolling period of 180 days” within India. The directions also state that CERT-In could requisition such information and that non-compliance with the directions “may invite punitive action” under the IT Act or other laws. The directions have been challenged in the High Court of Delhi as being beyond the rule-making powers of CERT-In under the IT Act, and as harming free expression on the internet.

The IT (Reasonable security practices and procedures and sensitive personal data or information) Rules, 2011 authorise government agencies to request any company for sensitive personal data about their users for the purpose of identity verification or for the prevention, detection, investigation, prosecution, or the punishment of offences.

(d) Interception and information gathering under criminal law

In addition to the Telegraph Act and IT Act, the Indian Code of Criminal Procedure (“CrPC”) and specialised state criminal laws such as the Maharashtra Control of Terrorism and Organised Crime Act, 1999 (“MCOCA”) also authorise the collection of information and surveillance.

(i) Interception under state criminal laws

In 1999, the government of Maharashtra enacted the MCOCA. In 2002 it was also extended by the Union Government to the National Capital Territory of Delhi. The MCOCA specifically authorises the interception of wire, electronic, and oral communications to both prevent, and aid investigations into organised crime. The statute provides a sui generis procedural framework for such interceptions that is independent of the IT and Telegraph Acts.

Under the MCOCA, a police officer of the rank of Superintendent of Police who is supervising an investigation under the Act can write to the “competent authority” (Secretary, Home Ministry of Electronics and Information Technology (Indian Computer Emergency Response Team (CERT-In), ‘Directions under sub-section (6) of section 70B of the Information Technology Act, 2000 relating to information security practices, procedure, prevention, response and reporting of cyber incidents for Safe & Trusted Internet.’ No. 20(3) of 2022 dated 28 April 2022. <https://www.cert-in.org.in/PDF/CERT-In_Directions_70B_28.04.2022.pdf> accessed 11 May 2022 [“CERT-In Rules”], para (v).
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Maharashtra Control of Organised Crime Act, 1999 [“MCOCA”], statement of objects and reasons.

Department of the State government) to authorise interceptions. The application is allowed if the competent authority has: (i) a ‘probable cause of belief’ that an individual has committed or is about to commit an offence under the MCOCA; (ii) that the particular communication can only be obtained through interception; and (iii) normal (less restrictive) modes of intelligence gathering have failed, are likely to fail, or are too dangerous to attempt.

Like the Telegraph Act and the IT Act, the MCOCA sets up a three-member executive Review Committee that reviews all interception orders passed under the Act, and can order the destruction of the intercepted communication if it disagrees with the competent authority’s order. Unauthorised interception under the MCOCA is penalised.

Other states have also passed similar laws. For example, the Karnataka Control of Organised Crime Act, 2000 also authorises interception through an identical set of provisions.

The constitutional validity of the MCOCA, including the aforementioned interception provisions, was upheld by the Supreme Court in State of Maharashtra vs. Bharat Shantilal Shah. The Supreme Court held that the right to privacy was not an absolute right under Article 21 and could be curtailed in accordance with a just, fair, and reasonable procedure. The Court found that the law provided for sufficient safeguards against the misuse of interception powers, and thus upheld its validity.

However, an analysis of the constitutionality of the MCOCA may be different post-Puttagswamy, where the Supreme Court adopted the proportionality test as the new standard that rights-infringing measures must satisfy. Given that Bharat Shantilal Shah was decided in 2008, the Court at the time did not undertake a structured proportionality analysis of the MCOCA’s interception regime.

(ii) Information collection under the CrPC

Section 91 of the CrPC allows a court or an officer in charge of a police station (the ‘Station House Officer’) to issue a written summons to a person to produce a ‘document or a thing’ that is “necessary or desirable” for the purpose of any investigation, inquiry, trial, or other proceeding. Orders under Section 91, CrPC can be issued to intermediaries.
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The broad wording of this provision allows its extension to electronic data, stored data, metadata, communication data, and details of emails sent and received, thereby facilitating targeted surveillance. In fact, in arguments before the Madras High Court and Delhi High Court, WhatsApp clarified that it complied with Section 91 requests by providing basic Subscriber Information (BSI) which “includes phone number, name, device info, App version, Start date/time, connection status, last connection date/time/[last known] IP, E-mail address, Web client data.”

Thus, notices under Section 91, CrPC can reveal a significant amount of information about an individual, with relatively little oversight or accountability, even when compared to the IT Act. Commentators believe that investigative agencies prefer to use the broad authority under Section 91, CrPC compared to the stricter and more regulated powers under the IT Act.

In general, courts and the police have a wide latitude when exercising powers under Section 91. However, there are certain limitations to the provision built in based on the nature and stage of the criminal proceedings. The powers under Section 91, CrPC cannot be used to conduct a 'roving or fishing inquiry.' Some High Courts have opined that a request under Section 91 can only be made after a prima facie opinion has been formed that the ‘document or thing’ sought is necessary or desirable for an investigation or other proceeding under the CrPC.

An order under Section 91 of the CrPC is mandatory and failure to produce a document or thing pursuant to a Section 91 request will amount to an offence under Section 175 of the IPC ('omission to produce document to a public servant by a person legally bound to produce'). Violations of Section 175, IPC are punishable with jail for up to 6 months and/or a fine of ₹1,000.

Section 92 of the CrPC empowers courts and either the Commissioner of Police or the District Superintendent of Police to demand and access any “document, parcel or thing” in the custody of the person having the custody of the document or thing.

---
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of the postal or telegraph authority. Under Section 92(1) District Magistrates, Chief Judicial Magistrates, Session Courts, or High Courts can direct the delivery of such a document, parcel, or thing to them. Other judges and the Commissioner of Police or the District Superintendent of Police can only call for such items to be searched and detailed pending an order by the above-mentioned judges under Section 92(1).

(iii) **Pegasus controversy and report**

In July 2021, several news organisations reported that the Indian government had purchased and utilised the ‘Pegasus’ spyware on Indian citizens, including ministers in the Union Government, Members of Parliament, journalists, and members of civil society. Once a phone is infected with the spyware, Pegasus allows the individual supervising the spyware to copy messages and photos from the infected phone, record calls, and even record film through the infected phone’s camera or microphone.

In October 2021, the Supreme Court set up a committee to investigate the allegations of unauthorised surveillance using the Pegasus spyware, and appointed a retired Supreme Court judge to head the committee. The committee also included computer security and forensic experts. In August 2022, the committee submitted its report to the Supreme Court but the Court did not release the report to the public. According to media reports, the Union Government did not cooperate with the committee and insisted that all surveillance by Indian authorities complies with existing statutes such as the IT Act and Telegraph Act; however, the Government did not expressly deny the use of Pegasus.

4. **IMPACT OF PUTTASWAMY ON STATUTORY SURVEILLANCE FRAMEWORK**

As set out above, India’s statutory framework for surveillance facilitates interception through the Telegraph Act, the IT Act, and state criminal law statutes; it also facilitates information collection through the CrPC. Additionally, the license agreements executed between the
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government and TSPs and ISPs contractually obligate the latter to put in place the requisite infrastructure to conduct surveillance. However, with the advent of the Court’s judgment in Puttaswamy, the constitutionality of some of these provisions may need to be re-considered.

With respect to some of these provisions, such as Section 5 of the Telegraph Act and Section 14 of the MCOCA, the Supreme Court has previously declared them to be constitutionally permissible interferences on privacy. However, with the decision of the nine-judge bench in Puttaswamy, two key changes have occurred. First, privacy has been categorically re-affirmed as fundamental right under the Constitution by a nine-judge bench of the Supreme Court, constituting controlling precedent. Second, the proportionality test discussed in Chapter 2 of this report is now the standard to evaluate the constitutionality of privacy infringing measures.

Thus, irrespective of whether a surveillance measure was upheld in the past, it remains an open question of law whether the measure continues to constitute a constitutionally permissible interference with privacy under current Supreme Court doctrine embodied by Puttaswamy and the Aadhaar Judgement. Additionally, any subsequent challenges to surveillance provisions must be examined through the lens of proportionality and Puttaswamy to arrive at a final determination of constitutionality.

This highlights the impact of Puttaswamy and the Aadhaar Judgment. For example, when the Union Government issued a notification authorising ten investigative agencies to conduct surveillance under Section 69 of the IT Act, multiple petitions were filed in the Supreme Court challenging the notification, Section 69 of the IT Act, and its corresponding IT Interception Rules. A petition was also filed challenging the surveillance framework for interception under Rule 419A of the Telegraph Rules. Key contentions in these petitions were that the statutory frameworks were now unconstitutional, and that the Court’s judgment in PUCL affirming executive review of surveillance required reconsideration given the rulings in Puttaswamy and the Aadhaar Judgement. These petitions illustrate the importance of Puttaswamy and the Aadhaar Judgement in reshaping the conversation around privacy and surveillance.

It is worth noting that in its reply filed in these constitutional challenges, the Union Government filed a confidential standard operating procedure (SOP) that laid out the internal safeguards promulgated by the Union Home Ministry to be followed by investigative agencies when conducting surveillance. A response to a question in Parliament also indicated that the
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Department of Telecom has issued a SOP for TSPs. However, reliance on such an SOP seems misconceived, given that it fails the legality test (which requires a publicly accessible law) and has no statutory basis under the Telegraph Act or the IT Act.

In fact, it is a well settled principle of comparative law, including in judgments passed by the European Court of Human Rights ("ECtHR") that laws must be clear, accessible, and foreseeable. The SOPs for surveillance are not publicly available and a Right to Information request for their disclosure was rejected on the ground that it would prejudicially affect the sovereignty and integrity of India and the security interests of the State.

In this Chapter, we discuss the potential impact of Puttaswamy and the Aadhaar Judgment in reforming surveillance law. In particular, we examine whether: (i) current Supreme Court privacy doctrine necessitates a reconsideration of PUCL and the principles that should govern targeted interception; (ii) whether current Supreme Court privacy doctrine requires independent oversight of surveillance action; and (iii) whether evidence obtained in violation of the law, or the Constitution, should be admissible in court following the decisions in Puttaswamy and the Aadhaar Judgement.

(a) Surveillance law after PUCL: A time for reconsideration

In its 1997 judgement in PUCL, the Supreme Court upheld the surveillance provisions under Section 5(2) of the Telegraph Act for two key reasons. First, the Court ruled that the guidelines provided by the Court would provide the necessary procedural safeguards for the exercise of interception powers under Section 5(2). These guidelines were subsequently given statutory force through amendments to the Telegraph Rules, specifically Rule 419A. Second, relying on the statutory text and the position in England at that time (under the Interception of Communications Act, 1985), the Court held that executive oversight of surveillance action satisfied the constitutional standard of ‘fair, just, and reasonable’ under Article 21 of the Indian Constitution.
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At the outset, the ‘just, fair and reasonable’ standard applied by the Supreme Court to interpret Section 5(2) of the Telegraph Act in *PUCL* is no longer the applicable constitutional standard to judge privacy infringements, with the Court in *Puttaswamy* categorically stating that infringements of privacy must satisfy the more rigorous test of proportionality. A key consequence of this is that the doctrine and guidelines set out by the Supreme Court in *PUCL* only satisfied the ‘just, fair and reasonable’ standard, but not necessarily the modern day proportionality standard. Thus, the principles regarding interception and surveillance set out in *PUCL* ought to be reconsidered, and the surveillance framework in the IT Act and the Telegraph Act needs to be tested against the four-part test laid out in *Puttaswamy* and the *Aadhaar Judgement*.

The need to reconsider *PUCL* is further accentuated by how the understanding of the harms caused by surveillance in the digital age, and how this interacts with legal standards, has significantly evolved since 1997. For example, in *PUCL*, the Union Government contended that executive oversight over interception actions was sufficient by relying on the U.K.’s interception framework under the Interception of the Communications Act 1985. However, since *PUCL*, the U.K. legislation has been held to be in violation of the European Convention of Human Rights, and has also subsequently been replaced by the U.K. Parliament through the Regulation of Investigatory Powers Act 2000. The current position of law in the U.K. requires prior judicial scrutiny of interception warrants.

Experience of the *PUCL* guidelines (subsequently incorporated within Rule 419A of the Telegraph Rules) has proven that at least some aspects of the Guidelines fail to meaningfully protect privacy. Namely, the three-member executive Review Committee (comprising of government officials) has failed to provide meaningful oversight over government surveillance.

In response to queries under the RTI Act in 2011, the Union Government disclosed that it issued between 7,500 and 9,000 interception orders every month. Given that the Review

---

257 *PUCL v Union of India* (1997) 1 SCC 301 [30]-[34].
258 *K S Puttaswamy v Union of India* (2017) 10 SCC 1 [325].
259 Bhandari and Lahiri (n 4).
260 *PUCL v Union of India* (1997) 1 SCC 301 [33].
Committee only meets once every two months, it is effectively tasked with reviewing between 15,000-18,000 interception orders per meeting. As noted by the Srikrishna Committee on Data Protection, the large volume surveillance directions makes it “unrealistic” that the Committee can scrutinise interception orders in a manner that ensures the accountability of State surveillance. The experience of the Review Committee demonstrates how safeguards adopted by the Supreme Court in PUCL in 1997 may fail to adequately protect privacy in the modern day. Thus, it is time to reconsider the legal standards for targeted surveillance set out in PUCL.

(b) Independent oversight of surveillance action

The Court in PUCL refused to require prior judicial authorisation as a safeguard to interception, *inter alia* because the Telegraph Act made no mention of judicial authorisation. Instead, the Court opined that it was for the Union Government to promulgate rules governing the safeguards for interception. However, to view the Court’s decision as an indication that the right to privacy does not require prior judicial authorisation for interceptions, or that a court cannot require prior judicial authorisations would be incorrect.

Firstly, as noted in the previous section, the legal standard for evaluating the constitutionality of privacy-infringing measures has changed since PUCL, and it could be argued that the proportionality standard set out by Puttaswamy requires prior judicial authorisation (discussed below).

Second, the Court’s reasoning against prior judicial authorisations in PUCL is contradictory, as none of the other procedural safeguards it set out (which were subsequently incorporated in Rule 419A of the Telegraph Rules) had any statutory basis either. Thus, the absence of a statutory provision envisaging prior judicial authorisation in the Telegraph Act need not have limited the Court in PUCL from requiring prior judicial authorisation.

Third, from a separation of powers perspective, it may not be appropriate for the Supreme Court to direct the Union Government to frame legislation that incorporates prior judicial authorisation for interceptions. However, if the Court finds that an interception regime only satisfies the proportionality test if it incorporates prior judicial authorisation, it is perfectly
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within the Court’s power to invalidate provisions authorising interception that do not require prior judicial authorisation.

(i) Proportionality and judicial oversight

As discussed in Chapter 2, the test of proportionality is a conjunctive legal standard that requires the State to demonstrate that its privacy infringing measures satisfies the requirements of: (i) legality; (ii) a legitimate goal; (iii) suitability; (iv) necessity; (v) balancing; and (vi) procedural safeguards. Crucially, to satisfy the ‘necessity’ limb, there must not exist an alternative measure that while achieving the government’s stated aim in a ‘real and substantial manner’, is less restrictive of individuals’ rights. The existence of a lesser restrictive measure would lead to the impugned measure failing the ‘necessity’ limb.

A ‘less rights-restrictive measure’ may be understood as an alternative to the measure of interception. Under this reading, the issue of necessity may centre on whether interception is only authorised when less restrictive measures are not available to investigators. However, one may also look at the issue of necessity more broadly, to scrutinise whether the impugned interception process (from authorisation to oversight) has failed to consider alternative measures that would be less rights restrictive, but equally effective. Such an approach neatly folds into the analysis of whether there exist sufficient procedural safeguards for rights-infringing measures.

Judicial authorisation for interception, either ex-ante or ex-post, represent an alternative measure that the government could adopt instead of executive oversight over interception. Given that judges independent of the executive are likely to provide greater scrutiny to interception orders than members of the executive itself, a judicial authorisation regime will likely result in fewer interceptions.

As noted by the ECtHR in Klass vs. Germany, judicial control offers the ‘best guarantees of independence, impartiality and a proper procedure’.269 This presumption is buttressed by the experience of the limited oversight provided by the existing Review Committee under the Telegraph Rules staffed solely by government officials. A parallel may also be drawn to the executive Review Committee that scrutinises government blocking orders against online content; disclosures under the RTI Act revealed that the Committee did not invalidate a single government blocking order between 2009 and 2022,270 suggesting executive oversight in India provided negligible protections for users’ rights.

Thus, even if judicial authorisation for interceptions results in a marginal increase in scrutiny, it represents a less rights-restrictive alternative measure to an interception regime

269 Klass v Germany (1979-80) 2 EHRR 214, [49], [55].
operationalised entirely by the executive. Finally, there is nothing to suggest that judicial authorisation would diminish the State’s capacity to achieve its investigatory or national security aims. Given the existence of a less rights-restrictive alternative, provisions authorising interception without requiring judicial authorisation may violate the necessity limb of the proportionality test and be rendered unconstitutional. Judicial authorisation would also represent a valuable procedural safeguard.

There is some evidence that the Indian Supreme Court recognises the importance of independent judicial oversight over executive action when analysing the proportionality of a privacy infringing measure. In the Aadhaar Judgment, the Court struck down Section 33(2) of the Aadhaar Act which authorised the disclosure of biometric information and Aadhaar authentication records, pursuant to a direction by a Joint Secretary, in the interest of national security. The holding vis-à-vis Section 33(2) was predicated on the fact that the provision did not require any independent (judicial) oversight of the important privacy-infringing powers given to the Joint Secretary, thus inadequately protecting the rights of individuals. The Court noted:

Insofar as Section 33(2) is concerned, it is held that disclosure of information in the interest of national security cannot be faulted with. However, for determination of such an eventuality, an officer higher than the rank of a Joint Secretary should be given such a power. Further, in order to avoid any possible misuse, a Judicial Officer (preferably a sitting High Court Judge) should also be associated with. We may point out that such provisions of application of judicial mind for arriving at the conclusion that disclosure of information is in the interest of national security, are prevalent in some jurisdictions. In view thereof, Section 33(2) of the Act in the present form is struck down with liberty to enact a suitable provision on the lines suggested above.

The Constitution Bench of the Supreme Court clearly highlighted the need for judicial oversight over the disclosure of sensitive personal (biometric) data. Incidentally, following the judgment, the government amended Section 33(2) of the Aadhaar Act in 2019. However, it only substituted the word ‘Joint Secretary’ with ‘Secretary’, without introducing any provision for judicial oversight. This has been further challenged before the Supreme Court for violating the Court’s Aadhaar Judgment and failing to provide for judicial oversight for actions under Section 33(2). The litigation is currently pending.

---

271 Bhandari and Lahiri (n 4) 29.
273 K S Puttaswamy (Aadhaar 5J) v Union of India (2019) 1 SCC 1 [513.6]
274 The Aadhaar and Other Laws (Amendment) Act, 2019, s. 14.
Concerns regarding the lack of legislative or statutory interbranch oversight of surveillance action in India have also been noted by the Srikrishna Committee on Data Protection as “not just a gap that is deleterious in practice but, post the judgment of the Supreme Court in Puttaswamy, potentially unconstitutional.” After examining comparative models in other countries, the Committee noted that executive review alone ‘is not in tandem’ with comparative models of democratic nations.

For instance, The U.K.’s Investigatory Powers Act, 2016 requires authorities to obtain a warrant from a competent authority, which must then be approved by an independent judicial commissioner. The Canadian Security Intelligence Service Act, 1984 also requires the issuance of warrants by a special set of judges for collection of information or intelligence about foreign individuals. Similarly, the United States also has special Foreign Intelligence Surveillance Courts that authorise the collection of foreign intelligence. Sweden’s Foreign Intelligence Court, comprising of two permanent judges and other members with a four year term, received approval from the ECtHR for being empowered as a judicial body to authorise the collection of signals intelligence.

Hence, the Srikrishna Committee recommended that the Union Government bring in a law that would ‘provide for both parliamentary oversight as well as judicial approval of all requests for non-consensual access to personal data.’ However, no such law has been introduced.

(ii) The positive case for judicial oversight

Independent of doctrinal considerations, there exist an independent substantive reason to provide judicial oversight for government interception and surveillance. Namely, the secret nature of surveillance, which makes it virtually impossible for an individual to know if and when they are placed under surveillance. Without the knowledge of having been placed under surveillance, there is no opportunity for the aggrieved individual to challenge the legality of the surveillance order. As Bhandari and Lahiri note:

By acknowledging the psychological restraints flowing from surveillance (as in the dissenting opinion in Kharak Singh), Puttaswamy implicitly recognises the dangers posed by the secret nature of State surveillance, which ensures that individuals have no way of knowing that they have been placed under surveillance. The apprehension that the government may be watching is
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enough to alter individual behaviour and reduce the ability for ‘critical subjectivity’, which is an essential part of democracy.\textsuperscript{282}

The situation is further exacerbated because TSPs, ISPs, and intermediaries have to maintain secrecy and confidentiality regarding the surveillance process,\textsuperscript{283} which makes it even more difficult to become aware of, and to challenge these orders in court. Thus, a mechanism to ensure independent judicial oversight prior to the authorisation of electronic surveillance against an individual will serve as an effective safeguard against the misuse of these powers, ensuring that the State’s surveillance actions are at least subjected to some scrutiny.

For example, in \textit{Big Brother Watch vs. the United Kingdom}, the Grand Chamber of the ECtHR noted that individuals who suspect their communications have been intercepted should have a remedy before “a body which, while not necessarily judicial, is independent of the executive and ensures the fairness of the proceedings, offering, in so far as possible, an adversarial process.”\textsuperscript{284} In this regard, it is noted that the Indian regime relies on the Review Committee, which is not independent of the executive, and individuals are not provided a hearing before the committee. In the absence of such an independent body, the need for judicial oversight is particularly pressing.

If the right to privacy is inhibited through secret surveillance action that has no prior or post judicial oversight, not only are the rights of individuals being violated, their right to seek constitutional remedies for such rights violations under Articles 32 and 226 of the Constitution is also being restricted, rendering such secret surveillance provisions open to a constitutional challenge.\textsuperscript{285}

Without judicial oversight, even constitutional functionaries may be subject to electronic surveillance, without any checks outside the executive. This disproportionate exercise of power by one wing of the government not only impacts the vertical relationship between the citizen and the State, but also impacts the horizontal separation of power between the executive, legislature and judiciary.

For these reasons, independent judicial oversight over the authorisation of surveillance will introduce accountability and due process within the surveillance framework. Additionally, it will also improve trust in the surveillance system, since any concerns that may arise around conflict of interest or lack of independence of an executive-oriented review committee will be suitability addressed.

\begin{itemize}
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(c) Illegally obtained evidence

A key issue concerning surveillance is the consequence of unlawful surveillance. As discussed in Chapter 3, several statutes that authorize interception also empower the government officials overseeing the surveillance to invalidate an interception or surveillance order and direct the destruction of the records. However, as also noted above, the scrutiny provided by the Review Committees is questionable. Further, because of the secret nature of surveillance, the individual under surveillance has no opportunity to contest the legality of the surveillance until trial, where the contents of surveillance are introduced against them as evidence.

The admissibility at trial of information collected pursuant to surveillance is a key check on surveillance. If evidence gathered through illegal surveillance is not admissible at trial, individuals can hold government surveillance practices accountable on a case-by-case basis. Over the longer term, the inadmissibility of illegally obtained evidence should also incentivize investigators to pursue lawful surveillance, with the goal of convictions at trial. Conversely, admitting evidence pursuant to unlawful surveillance may incentivize unlawful surveillance, as there are no legal consequences for conducting unlawful surveillance, only investigatory upside.

The Supreme Court of India has ruled that intercepted communications are admissible in a court of law as res gestae,\(^{286}\) if the communication is relevant (to the issue at hand), the voice (in case of a telephone conversation) identifiable, and accuracy of the intercepted communication is verifiable.\(^{287}\)

Under Indian law, the primary rule for evaluating the admissibility of evidence is relevance.\(^{288}\) Hence, since as early as 1910, courts in India have been admitting illegally obtained evidence (or illegally intercepted evidence) as long as it is relevant.\(^{289}\) The only caution introduced by the Supreme Court in *R.M. Malkani vs. State of Maharashtra* is that a judge has the discretion to disallow admissibility of such evidence in a criminal trial if it would unfairly impact the fair trial of the accused.\(^{290}\)

A Constitution Bench of the Supreme Court took the same view in *Pooran Mal vs. Director of Inspection*, where a tape recording of a conversation was held to be a relevant fact and admissible as evidence, with the Court observing, “the test of admissibility of evidence lies in relevancy, unless there is an express or necessarily implied prohibition in the Constitution or
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other law, evidence obtained as a result of illegal search or seizure is not liable to be shut out.”

As has been argued in detail by Bhandari and Lahiri, the foundation of this body of law “has been hollowed out by Puttaswamy.” They rely on the fact that Puttaswamy expressly overruled the Supreme Court’s earlier decision in M.P. Sharma (which held that privacy was not a fundamental right). M.P. Sharma had been relied upon by the Constitution Bench in Pooran Mal to hold that illegally obtained evidence was admissible. Hence, post-Puttaswamy, the foundational basis for the Pooran Mal ruling on admissibility of illegally obtained evidence had been substantially undermined.

Further, Puttaswamy recognises R.M. Malkani as following the same line of reasoning as Kharak Singh, and the latter judgment was also expressly set aside by the Court since it did not acknowledge privacy as a protected constitutional right. After analysing each of these judgments in detail, Bhandari and Lahiri further argue that evidence obtained from surveillance conducted in violation of the right to privacy would be evidence collected in contravention of a constitutional right and should be excluded.

This rationale was adopted by the 2019 judgment of the Bombay High Court in Vinit Kumar vs. Central Bureau of Investigation, where the Court held that the interception directions issued by the CBI under Section 5(2) of the Telegraph Act did not satisfy the Puttaswamy test of proportionality or the PUCL standard of ‘public emergency’ or ‘public safety’. The Court thus quashed the interception orders and directed the destruction of the evidence.

While deciding the course of action regarding evidence collected pursuant to illegal interception orders, the High Court observed that allowing illegally intercepted messages to be admissible will have the deleterious effects of promoting contempt for the law if messages intercepted under an order that does not have the sanction of law are allowed to be admitted as evidence, including matters involving the right to privacy under Article 21.

Further, an ‘ends justify the means’ approach in the procurement of evidence for the administration of criminal law would amount to declaring that the government may violate any directions of the Supreme Court or mandatory statutory rules to secure evidence against the
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citizen, which would lead to manifest arbitrariness and disregard for the rule of law.\textsuperscript{299} As noted at the start of the section, admitting unlawfully gathered evidence at trial creates a situation where unlawful surveillance has investigatory upside but no legal consequences, potentially incentivising investigators to violate individuals’ privacy.

In reaching these conclusions, the High Court relied on the fact that the Supreme Court in \textit{Puttaswamy} noticed that \textit{R.M. Malkani} followed the same line of reasoning as \textit{Kharak Singh}, which it overruled.\textsuperscript{300} The High Court also opined that \textit{Pooran Mal} had no relevance since it did not involve a case where the executive was in breach of a fundamental right, or had breached the Court’s directions in \textit{PUCL}, as had happened in \textit{Vinit Kumar}.\textsuperscript{301}

Since the Telegraph Rules and the IT Interception Rules clearly authorised the Review Committee to direct the destruction of illegally obtained evidence in case of non-compliance with statutory provisions, the Court ordered the destruction of the illegal intercepts, thereby ensuring that the fundamental rights of the individual under surveillance were safeguarded.\textsuperscript{302} The CBI has challenged the Bombay High Court’s judgment before the Supreme Court, which has stayed the operation of the High Court’s judgment, pending the final outcome of the appeal.\textsuperscript{303}

Slightly different observations were made by the Delhi High Court in \textit{Deepti Kapur vs. Kunal Julka}.\textsuperscript{304} The High Court opined that where evidence is collected in breach of the fundamental right to privacy, the breach of the right alone would not render it inadmissible.\textsuperscript{305} Thus, while every litigating party had a right to privacy, it must yield to the opposite side being given a fair chance to bring relevant evidence to court.\textsuperscript{306} In reaching its conclusion, the Court relied on \textit{Pooran Mal} and held that evidence is admissible as long as it is relevant.\textsuperscript{307}

This case, however, differs significantly from \textit{Vinit Kumar} as it involved a marital dispute, where the husband had recorded a private conversation between his wife and her friend, where she was speaking in a derogatory manner about him and his family. Hence, both these judgments may be reconciled since \textit{Deepti Kapur} concerned the horizontal application of
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privacy (between two individuals), whereas *Vinit Kumar* involved a more traditional *vertical* application of the privacy doctrine (concerning the illegal use of State power against its citizens).

There is thus a strong case to require that illegally obtained evidence should not be admitted as evidence during trial, and that the doctrinal basis for its admissibility has been substantially undermined after the judgment of the Supreme Court in *Puttaswamy*. Further, the exclusion of illegally obtained evidence may also help shape the conduct of investigative agencies, and ensure strict compliance with the letter and spirit of the legal processes governing surveillance.308

**Admissibility of evidence under the UAPA and organised crime statutes**

The Unlawful Activities Prevention Act, 1967 (“*UAPA*”) is a *sui-generis* anti-terror law that applies across India. Section 46 of the UAPA provides for the admissibility in court of any evidence procured through interception of communication under the Telegraph Act, IT Act, or any other law in force, notwithstanding any provisions contained in the Indian Evidence Act, 1872 (“*Evidence Act*”).

Under the Evidence Act, as discussed above, even illegally obtained evidence can be admitted in trial as long as it meets the Evidence Act’s standards of ‘relevance’. However, under the UAPA, even this minimal threshold of ‘relevance’ need not be satisfied when seeking to admit intercepted communications as evidence.

Section 46 of the UAPA allows the admissibility of intercepted communication in court as long as the order to conduct such interception is shared with the accused at least ten days before the hearing. The judge can waive even this period if they conclude that the accused would not be prejudiced by failing to receive notice of the order.

Section 46 of the UAPA thus makes a key departure from India’s previous (since-repealed) terrorism legislation, the Prevention of Terrorism Act, 2002. Under the 2002 Act, the accused was provided with a copy of the competent authority’s interception order as well as the investigating agency’s application for such order.309 However, under the UAPA, the accused is not provided with a copy of the application accompanying the interception request.310 Thus, the rights of the accused may be (legally) curtailed during trial, as it is more difficult to challenge the legality of the interception request. Although there has been a reported rise in the
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number of cases registered under the UAPA, there is no publicly available data on the use of Section 46 specifically.

Similarly, under the MCOCA, the Karnataka Control of Organised Crime Act, 2000, and the Gujarat Control of Terrorism and Organised Crime Act, 2015, the evidence gathered through interception is admissible at the time of trial, provided that the contents of the intercepted communication are given to the accused ten days before the relevant hearing. As in the UAPA, this time period can be waived by the judge if they conclude that the accused would not be prejudiced by failing to receive notice of the order.

(d) Post-Puttaswamy reforms to surveillance

As mentioned in Chapter 3, petitions challenging the constitutionality of Section 5(2) of the Telegraph Act and Section 69 of the IT Act are pending before the Supreme Court. The decision of the Supreme Court in these surveillance challenges, and its treatment of the decisions in Puttaswamy and the Aadhaar Judgment, will have significant repercussions on the legal framework for surveillance currently in place in India.

The state of our surveillance framework was also under active consideration by a technical committee constituted by the Supreme Court to investigate allegations that the Indian Government utilised the ‘Pegasus’ spyware against Indian citizens. Apart from being tasked with investigating and determining the use of the Pegasus spyware on the phones of Indian citizens, the committee’s terms of reference also include making recommendations “regarding enactment or amendment to existing law and procedures surrounding surveillance and for securing improved right to privacy.” While the committee submitted its report to the Supreme Court in 2022, at the time of writing, the report has not been released to the public.

From the discussion in the previous section, it is clear that post-Puttraswamy, the statutory surveillance framework should be amended to introduce judicial oversight over the
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authorisation of surveillance action, and that the Evidence Act should be amended to bar the admissibility of evidence obtained through illegal surveillance. Similarly, certain measure such as the ‘traceability’ mandate in Rule 4(2) of the Intermediary Guidelines 2021, that likely violate the proportionality test, ought to be withdrawn or struck down by courts.\textsuperscript{318}

In addition to the above conclusions, we believe that certain other amendments should be made to the text of the Telegraph Act and the IT Act. These include:

1. Foregoing the ‘expediency’ test

Both the Telegraph Act and the IT Act state that surveillance can only be authorised when it is ‘necessary or expedient’ to do so for reasons such as national security, public order, friendly relations with foreign states, etc.\textsuperscript{319} Similarly, Clause 18 of the Digital Personal Data Protection Bill 2022 (“DPDP Bill”) released by MEITy provides broad exemptions from the Bill’s rigours for the purposes of preventing, detecting, or investigating the “contravention of any law.”\textsuperscript{320}

Further, under Clause 18(2) of the DPDP Bill, the Union Government may exempt any “instrumentality of the State” from complying with the entire data protection framework in the interests of the sovereignty, integrity, security of India, its relations with foreign State, the maintenance of public order, or the incitement of an offence in relation to these categories.

As per Puttaswamy, any restrictions on fundamental rights can be justified only if they are necessary, i.e., the least restrictive alternative among equally effective alternatives. The requirement for necessity is present in Section 5(2) of the Telegraph Act and Section 69(1) of the IT Act. However, in both provisions it is coupled with a much lower threshold, that of ‘expediency.’

The continuation of the ‘expedient’ test to authorise surveillance can be challenged. The expedience test can easily devolve into a simple convenience, test based on the needs and requirements of the State, rather than a comprehensive assessment of potential alternatives to surveillance.\textsuperscript{321}

Safeguards introduced in the Telegraph Rules and the IT Interception Rules, requiring that the competent authority consider alternative means in acquiring the information, can easily be sidestepped by citing the legislative requirement of ‘expediency.’ Further, as discussed above, there is little oversight as to whether investigators engage in considering alternatives in
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practice. Thus, the term ‘expedient’ should be removed, and surveillance should only be authorised when “necessary”.

2. **Removing the additional grounds under the IT Act**

Another recommendation to amend the statutory text relates to the substantive grounds on which electronic surveillance is authorised under Section 69 of the IT Act. The 2009 amendment to Section 69 of the IT Act introduced two additional grounds on which surveillance may be authorised, ‘defence of India’ and ‘investigation of any offence’, which were not present in the Telegraph Act.

The latter ground empowers the government to conduct surveillance of a large swathe of the population under the pretext of ‘investigation of any offence’. It makes no distinction based on the nature or severity of the offence, theoretically permitting surveillance even for minor offences, where surveillance may not be necessary. This is in direct contradiction to the standard of proportionality set out in *Puttaswamy*. This also raises issues of legality, as citizens cannot reasonably discern what types of conduct may result in them being subjected to surveillance. Thus, this ground may also be subject to a constitutional challenge, and may be struck down.

3. **Improving the transparency and reporting requirements for investigative agencies**

Although not directly related to the statutory surveillance framework, any reforms to surveillance should include improving transparency and reporting requirements of investigative agencies. Based on information available in the public domain, these agencies currently function under minimal accountability or supervision.

Such requirements can range from requiring agencies to proactively disclose the extent of surveillance conducted during a calendar year to publishing annual reports about their activities (after redacting any sensitive material). Additionally, data protection norms such as fairness in processing and data retention, purpose limitation, security safeguards, and grievance redressal should also be built into the functioning of agencies conducting surveillance.\(^\text{322}\)

If accepted, these recommendations will go a long way in modernising India’s targeted surveillance framework and improving the transparency and accountability in the functioning of investigative agencies.

---
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5. MAPPING INDIA’S MODERN SURVEILLANCE PROGRAMS

The advancement of technology has considerably expanded the modes and methods of surveillance, and enabled governments to shift from targeted surveillance to mass surveillance. Mass surveillance is commonly understood as ‘passive’ or ‘undirected’ surveillance.\(^{323}\) It is not targeted at any particular person, but rather it collects data for future use.\(^{324}\) Carrying out mass surveillance is justified by governments as necessary to empower them to combat the myriad threats posed by criminal and terrorist organizations, that have benefited from sophisticated technologies, and can cause harm to society in novel, unpredictable, and undetectable ways.\(^{325}\)

Courts across the world are grappling with questions pertaining to the legality of mass surveillance, the modes and methods through which it is carried out, and its impact on human rights such as the rights to privacy, expression, speech, and association. The Grand Chamber of the ECtHR in *Big Brother* gave a significant decision ruling that bulk interception regimes are not illegal *per se* if:

1) they incorporate ‘end-to-end’ safeguards which assess the necessity and proportionality of the collection at each stage of the surveillance;
2) the object and scope of the surveillance are subject to independent authorisation; and
3) the surveillance operation is subject to independent ex-post scrutiny.\(^{326}\)

Other aspects of mass surveillance that are highly relevant include whether they follow data retention policies that lay down how long the data is retained for, as held in *Digital Rights Ireland*,\(^{327}\) and whether there are adequate safeguards regarding its availability, integrity and confidentiality.

In India, the major surveillance programs include the Central Monitoring System ("CMS") that automates interception;\(^{328}\) the National Intelligence Grid ("NATGRID"), which is an integrated intelligence grid; and Network Traffic Analysis ("NETRA"), a dragnet system that identifies and collects electronic communications.\(^{329}\)
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Reports also indicate that the police in several states have begun deploying facial recognition technologies\(^{330}\) and drones\(^{331}\) as aids for law enforcement. None of these programs, which have come into force after the 26/11 Mumbai attacks, have been deployed based on any specific legislative authority. Post Puttaswamy, the legality of the CMS, NATGRID, and NETRA has been challenged before the Delhi High Court for infringing the rights of individuals without any statutory basis.\(^{332}\) The case is currently pending before the High Court.

While the CMS and NETRA involve primary data collection, programs such as NATGRID, the Crime and Criminal Tracking Network System (“CCTNS”), and the use of facial recognition technology on CCTV feeds are aimed at centralising and streamlining existing databases of information on individuals. Similarly, we have seen the proliferation of digital IDs in India as well. From Aadhaar (a biometric and digital ID) to the National Health Stack, the National E-Transport Project, and DigiYatra, the government has been increasingly collecting sensitive personal data about its citizens and creating more detailed profiles. This highlights the need for effective data protection legislation.

While these programs are essentially welfare schemes aimed at improving electronic governance, insofar as they increase governmental access to personal data, they present surveillance risks. These schemes also raise data access and purpose limitation concerns vis-à-vis the personal data of individuals.

While data sharing programs raise significant privacy concerns, the scope of the present report is limited to surveillance systems that facilitate primary data collection through interception and monitoring of communications. Thus, the CMS and NETRA are analysed in this Chapter, and information regarding India’s remaining programs is set out as an Annexure to the present report.

(a) Centralised Monitoring System

Surveillance under the Telegraph Act and IT Act is targeted, and requires specific written and reasoned orders authorising interception, that must be complied with by ISPs, TSPs, and intermediaries. Investigative agencies must approach individual TSPs for interception of communication. There are thus some, albeit limited, statutory safeguards to regulate the conduct of surveillance and safeguard privacy. Based on the limited information available regarding the CMS, it does not appear to constitute a dragnet program that intercepts all
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communications, but rather the CMS automates existing targeted interception. However, as discussed below, the manner of this automation risks circumventing the minimal safeguards provided in the Telegraph and IT Acts.

In 2009, the Government of India announced that it was establishing a centralised system to automate interceptions on mobile phones, landlines, and the internet (including social media engagement) in the country, called the Centralised Monitoring System. The CMS was developed by the Centre for Development of Telematics, the research and development wing of the Department of Telecommunication. Public documents reveal that the CMS was approved by the Cabinet Committee on Security in 2011, with estimated government funding of ₹4 billion.

The CMS was planned to require minimum manual intervention, being capable of ‘instantaneous’ interception, with direct electronic provisioning of target numbers by authorised agencies, without requiring any manual intervention from TSPs. Thus, the investigators could monitor their target through a centralised system, without approaching the TSPs. It establishes a secure flow of intercepted communication on a ‘near real-time basis’ between investigative agencies and TSPs on a secured and dedicated CMS network.

Public documents state its features also included filters and alerts being created on target telephone numbers, and data mining of Call Data Records (“CDRs”) to identify call and location details of the target telephone numbers. The analysis of CDRs is to help establish the links between ‘anti-social’ or ‘anti-national’ elements. The CMS has regional and central hubs, established to help both Union and state investigative agencies intercept and monitor communications in ‘serious’ or ‘desirable’ cases of national security or connected matters.
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The data collected by the CMS includes mobile numbers, time, data, and duration of interception, location of target subscribers, data regarding failed call attempts. Media reports also state that the CMS will facilitate real-time access to SMS, fax, web-site visits, social media usage, internet search, and email of unencrypted communications of surveillance targets through direct access of TSP and ISP networks. While details regarding the exact operation of the CMS are scarce, if it automatically collects data beyond individual interceptions, it may have mass surveillance capabilities.

To operationalise the CMS, the government amended the Unified License for TSPs (“UL”) in 2013, requiring the licensees’ to collect and forward the data gathered through their ‘Lawful Interception Systems’ to the ‘Interception Store and Forward’ servers that would be installed in their premises. These servers are connected to the CMS at regional and central databases (Regional Monitoring Centres), allowing investigative agencies direct access to all data intercepted by TSPs’ “Lawful Interception Systems”.

The following language was added to Chapter VIII (relating to Access Service) in the UL:

But in the case of a centralised monitoring system (CMS), the licensee shall provide connectivity up to the nearest point-of-presence of the multi-protocol label switching (MPLS) network of the CMS, at its own cost, in the form of dark optical fibre with redundancy. [...] From the point of presence of the MPLS network of the CMS, onward traffic will be handled by the government at its own cost.
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These changes, and the entire rationale behind CMS, was to “automate” the process of lawful interception and monitoring of communications. Thus, communications intercepted by TSPs will be automatically routed to the Regional Monitoring Centres and automatically transmitted to the CMS, where communications will be collected for real time access.

The technology development and pilot trials of CMS have been completed, and CMS is being operationalised in different parts of the country, with ‘most of the Union investigative agencies and some of the State police’ being onboarded to the CMS network.

The automation of the existing interception process under the CMS, the centralised access to all intercepted data with the CMS Authority, and the removal of the manual intervention by TSPs and ISPs may all be causes for concern. As many researchers and activists have pointed out, CMS departs from the Telegraph Act, because it facilitates automatic transmission of data to its data centres, without the TSP’s designated officers necessarily being informed about the same. This means that the government can access intercepted communication at a given instance, even without the knowledge of the TSPs. This results in the omission of an important potential safeguard, where someone outside of the government has actual knowledge of the surveillance being conducted, potentially making interceptions less transparent.

The government has stated that a review committee, similar to the one constituted under Rule 419A of the Telegraph Rules, is ‘applicable to interception under the CMS project’, and there is a built-in mechanism for checks and balances since the investigatory agencies “cannot provision the target and the provisioning agency cannot see the content.” In response to parliamentary questions, the Government has also stated that the CMS generates an audit trail
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of command logs that can be examined in case of misuse. However, in the absence of any statute providing such safeguards, it may be difficult to secure transparency and ensure accountability. The less transparent surveillance is, the harder it is to identify illegal surveillance.

(b) Network Traffic Analysis

NETRA is an internet surveillance system prepared by the Centre for Artificial Intelligence and Robotics, a department under the Defence Research and Development Organization. It is designed to intercept, analyse, and detect pre-defined keywords in internet traffic in real time. Simply put, it filters internet content for specific words such as ‘bomb’, ‘kill’, ‘terrorist’ and ‘attack’, among others, and then alerts relevant agencies.

NETRA’s sources of data can include content published on social media platforms such as Twitter and Facebook, as well as content transmitted through emails, blogs, and instant messaging services (although it is unlikely to be able to access end-to-end encrypted messaging services). It has reportedly been used by the Research & Analysis Wing to intercept and monitor global internet traffic to India. Besides this, very little information about NETRA is publicly available. However, to the extent it indiscriminately trawls internet traffic to pull up data, it is a dragnet mass surveillance system.

6. TESTING MODERN SURVEILLANCE PROGRAMS AGAINST PUTTASWAMY

The legislative framework for surveillance explained in Chapter 3 consists of legislation that has been sporadically updated with rules and regulations, in an attempt to meet the needs of technology and modern society. It is not conceivable that at the time it was enacted, legislation such as the Telegraph Act (1885) or even the IT Act (2000) was intended to enable modern surveillance systems with mass surveillance capabilities. However, the executive authorisation and deployment of newer surveillance programs which may facilitate the practice of mass surveillance has increased in the last decade.

In this chapter, we examine the potential impact of Puttaswamy on the legality of India’s modern surveillance projects. This will be done by mapping these surveillance projects against the tests of legality, legitimate aim and suitability, necessity and proportionality, and procedural safeguards articulated in Puttaswamy and the Aadhaar Judgment.
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(a) Legality

The threshold of legality requires that any action by the government that restricts fundamental rights must take place within a defined regime of law, i.e., there must be an anchoring legislation, with a clear set of provisions. Thus, executive action that operates to the prejudice of an individual must be authorised by and in accordance with law.\(^5\) A consistent line of decisions by international human rights bodies have also determined that surveillance should be authorised, sanctioned or backed by a specific law,\(^6\) and countries have followed suit.\(^7\)

The law should also be clear and publicly accessible, and should enable citizens to be able to foresee behaviour that would be sanctioned.\(^8\) It is important to ensure that the law meets the accessibility and foreseeability standard of legality. All the rules, guidelines, or procedures framed under the laws should be clear.

In situations where the law is itself complex and may not satisfy the requirements of clarity, guidance or rules clarifying its provisions could be accepted as meeting this requirement. For instance, the bulk surveillance regime in the U.K. was upheld partially in Big Brother, since there was a clear legislative and foreseeable basis for bulk interception regimes. Although the ECtHR noted that the U.K.’s RIPA is an ‘unnecessarily complex’ piece of legislation, it acknowledged the guidance to the RIPA’s provisions provided by the Interception of Communications Code of Practice, which clarified how the bulk surveillance regime operated in practice.\(^9\) After noting that the said Code was a public document that was approved by both Houses of Parliament and was published online, the Court accepted that the RIPA’s provisions were adequately accessible.\(^10\)

Surveillance through the CMS and NETRA have been granted approval by executive action through Cabinet Committees, rather than by a parliamentary statute,\(^11\) and have been
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\(^7\) Uniting and Strengthening America by Providing Appropriate Tools Required to Intercept and Obstruct Terrorism Act (USA PATRIOT Act) Act of 2001 (U.S.); Uniting and Strengthening America by Fulfilling Rights and Ensuring Effective Discipline Over Monitoring Act of 2015 (U.S.); Investigatory Powers Act 2016 (U.K.); Intelligence and Security Act 2017 (New Zealand).


\(^9\) *Big Brother Watch v United Kingdom* App No 58170/30 (ECtHR, 25 May 2021) [366].

\(^10\) *Big Brother Watch v United Kingdom* App No 58170/30 (ECtHR, 25 May 2021) [366].

challenged before the Delhi High Court for this lack of anchoring legislation. These programs do not find mention in any legislation or rules, with the CMS only mentioned in the contractual terms of the licenses between the ISPs and TSPs and the government. The Union Government has taken the view that these surveillance projects protect privacy through the extant legal regime under the Telegraph Act and the IT Act, and the accompanying Rules.

However, it is not clear that these laws are applicable, since the potential bulk interception capabilities of these surveillance mechanisms were never contemplated at the time of the enactment of Section 5(2) of the Telegraph Act or Section 69 of the IT Act. Indeed, there exists scholarly opinion that the Supreme Court’s guidelines in PUCL make it clear that Section 5(2) of the Telegraph Act was not intended to carry out mass surveillance, since they require the interception orders to specify the communications that needed to be intercepted (‘any message or class of messages’) as well as the persons (‘any persons or class or persons’) and addresses involved. This would not be possible in a mass surveillance scenario.

The procedure for electronic surveillance under the IT Interception Rules also requires a written order specifying the information sought. These procedures and safeguards are appropriate and applicable for targeted surveillance, but not for mass surveillance, which, by definition, is intended to facilitate the mass collection or monitoring of data and is not directed at any identifiable messages or individuals.

As noted in Chapter 5, the CMS operates without the assistance or cooperation of telecom companies in a manner not contemplated by the Telegraph Act or IT Act, placing it outside the four walls of these statutes. Both laws expressly require interception and information gathering to be conducted through designated officers appointed by TSPs. However, under the CMS, the government can access intercepted communications without the involvement of TSPs, in a manner not envisaged by the Telegraph or IT Acts.

The CMS also raises the potential of bulk collection and storage of communications data (including call records), by its very nature, it is uncertain whether the CMS complies with the requirement for specific and limited authorisation. As discussed above, the guidelines in
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PUCL require interception orders to specify the communications to be intercepted (‘any message or class of messages) and the persons (‘any person or class of persons’),\(^\text{369}\) suggesting that each instance of surveillance had to be individually authorised. The operation of the CMS however, bypasses the role of service providers,\(^\text{370}\) allowing the State to directly access the records of TSPs.\(^\text{371}\) In fact, by the Union Government’s own statement, one of the functions of CMS is “analysis” of communications metadata such as CDRs.\(^\text{372}\) Thus, in the absence of additional clarity on the types of, and manner in which communications data is being collected, and whether each instance of data access is individually authorised, the program is susceptible to challenge for operating outside procedures prescribed under Rule 419A of the Telegraph Rules or the IT Interception Rules (both of which requires TSPs, ISPs, or intermediaries to facilitate interception or electronic surveillance pursuant to individual and specific authorisations).

NETRA, too, fails the test of legality since it enables the indiscriminate collection of personal data through trawling global web traffic, including emails, texts, and posts on social media, as opposed to collecting specific information. As we have discussed before, this mass surveillance capability, which allows for the indiscriminate collection of personal data, could not have been sanctioned by the targeted measures that are envisaged by the Telegraph Act or the IT Act.

In response to the legal challenge to CMS, NETRA, and NATGRID before the Delhi High Court, the Union Government has stated that there is ‘no blanket permission to any agency for interception or monitoring or decryption’ and that ‘permission from a competent authority’ is required in each case in accordance with the Telegraph Act and the IT Act.\(^\text{373}\) However, an argument can still be made that, even with the permission from competent authorities, the bulk collection and storage of personal data by these systems would fall outside the scope of the powers granted to the government under this set of legislation, which was meant for authorising specific, targeted surveillance. For example, NETRA envisages the wholesale, ongoing, and undirected monitoring of internet traffic. If the government has not provided a blanket order to intercept and monitor traffic, it is unclear how the government is ensuring that the ongoing operations of NETRA comply with the grounds for initiating surveillance under the Telegraph Act and IT Act. Thus, if the operation of these programs itself falls outside the four walls of the two statutes, the mere existence of the statutes authorising some type of surveillance does not represent parliamentary authorisation for the programs themselves.

Thus, for all these reasons, surveillance through the CMS and NETRA does not appear to satisfy the legality criterion. To satisfy the constitutionality requirement, it is imperative for
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\(^\text{369}\) ibid.
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\(^\text{372}\) Press Information Bureau, ‘Centralised System to Monitor Communications’ (n 333).

\(^\text{373}\) Short Affidavit on Behalf of Respondents 2, 3 and 4) in CPIL v Union of India WP (C) 8998 of 20 (High Court of Delhi), para 7, <https://d2r2ijn7njkrtv.cloudfront.net/IL/uploads/2021/02/05202537/New-centre-vs-uoi.pdf> accessed 31 May 2022.
the government to either amend the Telegraph Act and IT Act, or to provide a separate statute to specifically authorise the deployment of such surveillance projects. Enacting a separate law will also allow the Union Government to lay down adequate procedural safeguards and data protection norms, and build in accountability and transparency frameworks within the law specifically designed to address the capabilities of these programs.

(b) Legitimate aim

In general, surveillance practices usually pursue legitimate, aims such as the safeguarding of national security, prevention of terrorism, or the prevention and detection of other crime. These aims have been endorsed by regional human rights bodies such as the ECtHR, and by the Indian Supreme Court. However, mass surveillance projects envisage the constant monitoring of all citizens, implicating the criminality of all individuals, and implying the government is dealing with a near permanent state of emergency. Such a sweeping mandate may not comport with an identifiable state aim under the legitimate aim test.

This is one of the problems with the NETRA project, since it allows the government to intercept and monitor all internet traffic. This raises questions about whether it assumes a near-permanent situation of “public emergency” or “interest of public safety”, as required by the Telegraph Act or the respective grounds under the IT Act. If so, this is unlikely to be countenanced as a legitimate aim.

(c) Suitability

It is important to ensure that the data collected under a mass surveillance regime is utilised only for the particular legitimate aim pursuant to which it was collected. There have been documented instances of investigative agencies in other countries misusing their surveillance powers to prevent abuse of parking privileges, sick leave, violations of the smoking ban etc. This kind of abuse of highly invasive surveillance powers, where the data collected is used for additional purposes, does not satisfy either the suitability or necessity limbs, and should be prohibited.

However, ensuring such purpose limitation is difficult in the case of the mass surveillance capable projects in India for two reasons. First, there is limited transparency on the CMS and NETRA, which makes it difficult to ascertain their exact functioning or accuracy rates. Second, in the absence of a legislative framework and oversight mechanisms, there is no publicly available framework against which the government’s actions can be evaluated.

Thus, it is not possible to state with any certainty that the data collected from these operations is only being utilised for their stated objectives, or that the data is not being shared with other
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agencies. The problems of purpose limitation can be adequately addressed through the enactment of data protection laws and surveillance legislation, with appropriate safeguards and publicly available frameworks.\footnote{Human Rights Committee, ‘Concluding Observations on the Fourth Periodic Report of the United States of America’ CCPR/C/USA/CO/4 (23 April 2014) <https://undocs.org/CCPR/C/USA/CO/4> para. 22. See also Malone v the United Kingdom App No 8691/79 (ECtHR, 2 August 1984), [67]-[68]; Weber and Saravia v Germany App No 54934/00 (ECtHR, 29 June 2006). Weber listing minimum safeguards that should be set out in statute law.} However, as discussed in Chapter 7, India’s proposed data protection legislation fails to adequately address this issue.

(d) Necessity and Proportionality

There is sufficient comparative jurisprudence that the necessity and proportionality test in human rights law applies unequivocally to surveillance regimes, to limit their interference with crucial human rights such as the right to privacy, free speech, and association.\footnote{Murray v the United Kingdom App No 14310/88 (ECtHR, 28 October 1984), [90]-[91]; C-170 Chaparro Álvarez and Lapo Íñiguez v Ecuador (IACHR, 2007); C-177 Kimel v Argentina (IACHR, 2008); C-391 Romero Feris v. Argentina (IACHR, 2019), [94]; K S Puttaswamy v Union of India (2017) 10 SCC 1; K S Puttaswamy (Aadhaar 5J) v Union of India (2019) 1 SCC 1. However, it must also be noted that the formulation and application of the test can vary from region to region – for comparative perspectives on proportionality, see Chandra (n 54).} Surveillance measures should be restricted to cases where they are necessary to achieve the government’s legitimate aims, i.e., surveillance measures should be the only or the least restrictive measure that could be used to achieve the stated legitimate aim.\footnote{Electronic Frontier Foundation, ‘International Principles on the Application of Human Rights to Communications Surveillance’ (Electronic Frontier Foundation 2013) <https://www.eff.org/files/necessaryandproporionatefinal.pdf> accessed 26 May 2022.}

As per the Bilchitz proportionality formulation adopted in the Aadhaar Judgment, the State must (i) identify the range of possible alternative measures that could be adopted; (ii) determine the effectiveness of each of these measures i.e., whether the measures realize the legitimate objectives in a ‘real and substantial manner’; (iii) determine the impact of the particular measures on the concerned right and (iv) make an overall judgement based on the above factors, whether there is a preferable alternative to the government’s choice.\footnote{K S Puttaswamy (Aadhaar 5J) v Union of India (2019) 1 SCC 1 [148], [157]-[158].}

There is some ambiguity on whether the burden to show that an impugned surveillance measure is the only or the least restrictive measure is on the State, or on the individuals challenging the proportionality of the measure.\footnote{See Ankush Rai, ‘Guest Post: Proportionality in Application – An Analysis of the “Least Restrictive Measure”’ (Indian Constitutional Law and Philosophy, 8 May 2020) <https://indconlawphil.wordpress.com/2020/05/08/guest-post-proportionality-in-application-an-analysis-of-the-least-restrictive-measure/> accessed 27 May 2022; Mariyam Kamil, ‘The Aadhaar Judgment and the Constitution – II: On Proportionality (Guest Post)’ (Indian Constitutional Law and Philosophy, 30 September 2018) <https://indconlawphil.wordpress.com/2018/09/30/the-aadhaar-judgment-and-the-constitution-ii-on-proportionality-guest-post/> accessed 26 May 2022; Chandra (n 44); Electronic Frontier Foundation (n 347).} To justify the ‘necessity’ of mass surveillance, the State must demonstrate why the use of targeted surveillance measures was ineffective or insufficient, and thus why mass surveillance is necessary.
Unlike the minimum procedural safeguards prescribed under Rule 419A of the Indian Telegraph Rules and the IT Interception Rules, NETRA does not require the consideration of lesser intrusive measures, since it is designed to collect, store, and share data en masse. The petition filed in the Delhi High Court challenging the constitutionality of CMS, NETRA, and NATGRID argues that the dragnet surveillance measures violate the principles laid down in Puttaswamy, since they are not the least intrusive means to achieve the State’s aims, and are disproportionate, without judicial oversight.\(^{383}\)

In fact, less intrusive measures have been developed in the United States after Snowden’s revelations. For instance, the National Security Agency’s (NSA) mass surveillance program has been prohibited from collecting telephone metadata of U.S. citizens by the USA Freedom Act.\(^{384}\) The NSA now requires a court order to approach TSPs for accessing the same data.\(^{385}\) Approaching the TSPs and ISPs as and when needed for an investigation is the system already in existence in India under Section 5(2) of the Telegraph Act and Section 69 of the IT Act, albeit without the judicial warrant requirement. However, as noted above, the CMS would allow for both the collection of communications data and interception without needing to approach TSPs.

Global jurisprudence around bulk interception regimes is mixed. In MK vs. France, the ECtHR rejected the government’s argument that retention of fingerprints would help the government against potential identity theft, since it would be tantamount to justifying storage of information of the entire French population, which was disproportionate.\(^{386}\) Similarly, in S & Marper, the Court rejected the government’s justification for retaining fingerprints for future prevention of crime, since it was a very widely worded purpose, without guarantees against arbitrariness and irrespective of guilt.\(^{387}\)

Indian courts have not yet expressly decided the issue of mass surveillance. However, the majority opinion in the Aadhaar Judgment held that the requirement for the entire population to link Aadhaar numbers to bank accounts for the purpose of countering money laundering would target ‘every resident of the country as a suspicious person’ and was disproportionate.\(^{388}\) Thus, the presumption of criminality that is inherent in the profiling and data collection of all citizens under CMS and NETRA is also likely to be ruled as disproportionate.
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\(^{385}\) Uniting and Strengthening America by Fulfilling Rights and Ensuring Effective Discipline Over Monitoring Act of 2015 (U.S.), s. 103

\(^{386}\) App No 19522/09 (ECtHR, 18 April 2013), [37].

\(^{387}\) App No 30562/04 & 30566/04 (ECtHR, 4 December 2008).

\(^{388}\) K S Puttaswamy (Aadhaar 5J) v Union of India (2019) 1 SCC 1 [491].


(e) Procedural Safeguards
Judgments that have upheld bulk interception and collection of information regimes have done so on the premise that they are not per se illegal, given the existence of safeguards and oversight mechanisms.\(^{389}\) Some of the procedural safeguards that have been recognised by courts across the world as necessary in any surveillance regime are: (i) purpose limitation (using data only for the stated purpose and destroying records after use); (ii) storage limitation; and (iii) access control.\(^{390}\)

The *Aadhaar Judgment* struck down the archival and retention of Aadhaar authentication transaction data by the Unique Identification Authority of India beyond six months as being disproportionate, without procedural safeguards, and contrary to the right to data erasure or the right to be forgotten.\(^{391}\)

Surveillance programs such as CMS and NETRA operate in India in the absence of any anchoring legislation or comprehensive data protection law to regulate how these programs can be used, the kinds of data they can collect, or the period for the retention of this data. As discussed in Chapter 7, India’s proposed data protection legislation exempts the State from several key obligations and potentially allows the State to retain data indefinitely. In addition, there is a lack of transparency surrounding the inner workings of these programs.

Hence, without statutory safeguards or public accountability, there is nothing preventing these programs from collecting large amounts of data and metadata (including CDRs), and sensitive personal data (such as financial data), regardless of suspicion of or nature of the crimes. It is not clear where this data is stored, how long it is stored for, when it is deleted, and with whom it is being shared. The consequences of the lack of transparency is that the general public will not know if and when a person’s data has been collected, whether they have been profiled, or whether and why their personal communication has been intercepted.

Finally, neither the Telegraph Act nor the IT Act, nor even the accompanying rules, clarify these issues with respect to these mass surveillance programs. The secret nature of these surveillance programs is the reason why petitions challenging their constitutionality – whether in the Delhi High Court (challenging CMS, NETRA, and NATGRID)\(^{392}\) or in the Telangana High Court (challenging the Crime and Criminal Tracking Network and Systems and the use
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of facial recognition systems), are filed as Public Interest Litigations, rather than by affected third parties.

In addition, there is no ex-ante or ex-post judicial or parliamentary oversight and authorisation of data collection and profiling, and intelligence agencies in India do not have any clear statutory or parliamentary accountability mechanism, further reducing any transparency and accountability. Consequently, there is no mechanism to verify government statements that internal checks and balances and procedures (similar to the Telegraph Act or IT Act) are being followed.

Without any legislative framework and procedural safeguards in place, and for the reasons articulated above, surveillance programs such as the CMS and NETRA are unlikely to satisfy the test set out in Puttaswamy and the Aadhar Judgement, and are open to constitutional challenges.

**Possibility of ex post facto reporting requirements**

Finally, in addition to the need for independent judicial oversight over the authorisation of surveillance, discussed earlier in the report, another area of potential surveillance reform can be providing post facto notification and implementing reporting requirements for transparency. The reforms can enable those placed under surveillance to challenge an action if necessary. Sweden’s Signals Intelligence Act requires the Försvarets Radioanstalt (National Defence Radio Establishment) to notify citizens if search terms directly related to them have been used, which the Court considered when finding the surveillance regime compatible with European human rights law. Austria, Germany, Canada, and Belgium also have notification requirements.

In Roman Zakharov, the European Court of Human Rights laid out the elements for an effective remedy to illegal surveillance, holding that the right to an effective remedy will be adversely affected unless there is a right to be notified or at the least to apply for and obtain information from the relevant authorities. These rights can be incorporated into Indian law.
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7. **Way Forward and Conclusion**

The Indian government has deployed several targeted and modern surveillance systems with mass surveillance capabilities. Rapid technological advancements have enabled the State to conduct surveillance with few limits on scale or duration.\(^401\) The limited statutory safeguards provided for targeted surveillance are not adequate, while the functioning of systems with mass surveillance capabilities takes place almost exclusively outside any legal framework of accountability or oversight.

The lack of judicial or parliamentary oversight of surveillance action, the admissibility of illegally obtained evidence, and the lack of clear and accessible legal frameworks that govern the operation of surveillance systems with mass surveillance capabilities – these are some of the primary concerns highlighted in this report. These concerns are not all new. Discussing the legal structures governing surveillance in India, the Justice Srikrishna Committee Report observed:

*The design of the current legal framework in India is responsible for according a wide remit to intelligence and law enforcement agencies. At the same time, it lacks sufficient legal and procedural safeguards to protect individual civil liberties. Much intelligence-gathering does not happen under the remit of the law, there is little meaningful oversight that is outside the executive, and there is a vacuum in checks and balances to prevent the untramelled rise of a surveillance society.*\(^402\)

Despite *Puttaswamy* being a watershed moment for privacy doctrine, in the half-decade since the Court’s decision, the promise of a principled and proportionate surveillance framework that incorporates procedural safeguards and adheres to the rule of law has failed to materialise in practice. There are numerous legal challenges to India’s surveillance laws and programs pending in various courts, and the outcome of these may yet shape the course of India’s surveillance framework. Below, we summarise certain principles that should underpin the next phase of judicial, legislative, and policy developments in this domain.

**Application of Puttaswamy doctrine**

The Supreme Court in *Puttaswamy* has laid down powerful doctrine to ensure the State’s surveillance measures respect individuals’ right to privacy. Further, given that the decision was delivered by a nine-judge bench of the Supreme Court, it is undoubtedly controlling precedent *vis-à-vis* issues of governmental actions impinging on individual privacy.

The analysis in this report suggests that applying the doctrine set out in *Puttaswamy* will fundamentally reshape alter India’s surveillance landscape. Therefore, it is important that
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courts hearing challenges to India’s surveillance landscape engage with and apply the doctrine set out in *Puttaswamy* and the *Aadhaar Judgement*.

The analysis contained in Chapters 4 and 6 points to the fact that the operation of both India’s targeted surveillance programs and programs with mass surveillance capabilities do not comply with the legal standards set out in *Puttaswamy*. Most notably, questions remain over why independent or judicial authorisation and oversight for targeted interception under the Telegraph Act and IT Act is not a less rights-restrictive but equally efficacious measure. If it is, India’s current regime for targeted surveillance would violate the ‘necessity’ limb of the proportionality test. In the context of surveillance programs such as CMS and NETRA, their lack of statutory backing would result in a breach of the ‘legality’ limb of the *Puttaswamy* test.

While it may not be appropriate for courts to legislate themselves, or compel the legislature or executive to adopt specific measures, Article 13 of the Indian Constitution expressly grants courts the power to invalidate governmental measures that impermissibly restrict the fundamental rights of citizens. Where existing surveillance measures do not satisfy the tests laid out by *Puttaswamy* and the *Aadhaar Judgement*, they may be invalidated by courts for impermissibly restricting the rights of individuals.

**Need for a law in line with the *Puttaswamy* standard**

The standards set out in *Puttaswamy* do not outlaw surveillance. Rather, they require that surveillance be conducted in a proportionate manner, and only where necessary to safeguard the State’s legitimate interests. Thus, the government may either amend the Telegraph Act or IT Act, or adopt fresh legislation, in order to authorise surveillance in a manner compliant with current Supreme Court doctrine. What such a law may entail is beyond the scope of the present report, but this report’s analysis of how the legal standards of legality, necessity, proportionality, and the need for procedural safeguards interact with surveillance measures may serve as a valuable starting point.

**Reconsideration of Data Protection Bill**

Given the large volumes of personal data modern surveillance systems have the capability to collect, it is important to have a robust data protection framework in place. However, the DPDP Bill does not provide for judicial oversight or seek to regulate investigative agencies. Clause 18 of the DPDP Bill *exempts* the government and its agencies from having to comply with data protection practices on numerous broad grounds. Further, Clause 18(4) of the Bill potentially allows the State to retain data collected pursuant to surveillance programs or welfare schemes indefinitely. This raises unique risks in the context of modern surveillance programs that indiscriminately collect data, as individuals’ personal data with no nexus to an investigatory purpose may be retained by the government for extended periods. Thus, the DPDP Bill allows government agencies to not adhere to crucial data protection obligations such as collection limitation, purpose limitation, data minimization or conducting fair and reasonable processing, or employing the requisite security safeguards to protect citizens’ personal data.
In fact, the DPDP Bill does not adhere to the minimal safeguards and requirements set out in Puttaswamy and in the draft Personal Data Protection Bill, 2018 released by the Srikrishna Committee, which required that any such exemption to government agencies be done as per a law made by Parliament, and be necessary for and proportionate to the interests sought to be achieved by the State. However, the Committee also suggested that the government draft a separately law concerning surveillance, to ensure a holistic approach to the privacy risks that surveillance measures raise.

**Need for transparency and accountability**

The lack of transparency and accountability around the operation of the surveillance systems raises concerns. Given the currently limited publicly available information on surveillance measures, enhanced transparency and accountability measures would ensure adherence with the concept of the rule of law in the Indian Constitution. While a certain level of secrecy may be required to avoid defeating the purpose of surveillance, a certain level of transparency is required to ensure accountability.

In the Indian context, current law states that the specific use of the interception power of the State can be exempted from disclosure under the RTI Act. However, the Ministry of Home Affairs has refused to respond to RTIs seeking aggregate information about the total number of surveillance requests issued during the period of 2016-2018. According to media reports, although the Ministry first rejected the requests citing national security and active-investigation related exemptions under Sections 8(1)(a), (g), and (h) of the RTI Act, it later stated that the records had been destroyed and that there was no information about the total number of surveillance orders passed in the two-year period the request pertained to. Disclosures regarding the volume of surveillance and the procedures employed during surveillance would be useful to inform how legal regulation ought to develop.

---
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ANNEXURE: DATA COLLECTION AND SHARING PROGRAMS

1. THE NATIONAL INTELLIGENCE GRID

NATGRID, originally established in 2010,\(^{407}\) is a surveillance system that will operate under the Ministry of Home Affairs, and is part of the Union Government’s efforts to ramp up security in the country after the 26/11 Mumbai terror attacks.\(^{408}\) Work on the NATGRID project has been ongoing for several years; however, in March 2022, it was reported that the NATGRID is likely to be implemented soon.\(^{409}\)

According to the Union Government, NATGRID is conceived as a framework to leverage information technology “to connect approved User Agencies (security/law enforcement) with designated Data providers (Airlines, Banks, SEBI, Railway, Telecom etc.)” to improve India’s counter-terrorism capabilities.\(^{410}\) Thus, the NATGRID involves both data sharing of information regarding individuals already held by government agencies, and data collection from private entities such as airlines and banks. The government reportedly has approved operating procedures and oversight mechanisms that help facilitate access between the user agencies and the data providers, to enable the government to analyse and disseminate intelligence to synergise counterterrorism efforts.\(^{411}\)

The agencies approved to use NATGRID by the Cabinet Committee on Security are all Union Government investigative agencies, comprising of the Intelligence Bureau, Research & Analysis Wing, CBI, the Directorate of Revenue Intelligence, the Enforcement Directorate, the Financial Intelligence Unit, the Central Board of Direct Taxes, the Central Board of Excise and Customs, the Directorate General of Central Excise and Intelligence, and the Narcotics Control


These ten agencies will initially be connected to twenty-one data providers, with 1,950 additional organisations to be reportedly linked in subsequent phases.\textsuperscript{413} NATGRID is thus an integrated IT system intended to automate the existing manual processes for collation of information by allowing government agencies to access data through a secure platform from over twenty-one data sources, such as railway or air travel, credit card and bank account transactions, income tax details, and immigration records. Collection of such personal data for crime-related and investigatory purposes will be automated, and made accessible via a centralised database or platform from, which government agencies can access relevant information regarding criminal suspects.

The Income Tax Department will reportedly share ‘bulk information’ including PAN (permanent account number) and personal data such as names, addresses, and dates of birth.\textsuperscript{414} Importantly, the government has clarified that NATGRID will not have real-time access to citizens’ data such as passport, driver’s license, and telephone records.\textsuperscript{415} However, it does appear that NATGRID facilitates the real-time profiling of individuals, and thus substantially restricts the right to privacy of individuals.

NATGRID has also signed a Memorandum of Understanding with the National Criminal Records Bureau to access its centralised online database of First Information Reports (“FIR”) and stolen vehicles. This will give it access to the Crime and Criminal Tracking Network and Systems (“CCTNS”) database, which links around 16,930 police stations in India that all file FIRs with the CCTNS.\textsuperscript{416}

There are reports that NATGRID will use data analytics to track suspects,\textsuperscript{417} and wants to link social media accounts to its centralised database.\textsuperscript{418} It issued an expression of interest, released

\textsuperscript{412} Ministry of Home Affairs, Answer to Unstarred Question No 999 (Rajya Sabha, 4 March 2015) <https://drive.google.com/file/d/1NmHg0hKx6OCogicsf1y4XBkkMFuPsH/view> accessed 31 May 2022.
\textsuperscript{415} Ministry of Home Affairs, Answer to Unstarred Question No 999 (Rajya Sabha, 4 March 2015) <https://drive.google.com/file/d/1NmHg0hKx6OCogicsf1y4XBkkMFuPsH/view> accessed 31 May 2022.
in 2017, with technical prequalification criteria of ‘significant component of data analytics’ and ‘social media analytics’. It is also concerning that, in 2011, NATGRID was placed outside the purview of the RTI Act, thus reducing the transparency of the State’s surveillance actions qua its citizens.

2. CRIME AND CRIMINAL TRACKING NETWORK

The CCTNS is a comprehensive and integrated system that is aimed at creating a nationwide networking infrastructure for the evolution of an ‘IT-enabled-state-of-the-art tracking system’ for the investigation of crime and detection of criminals. It was approved by the Cabinet Committee for Economic Affairs in 2009 and is administered by the National Crime Records Bureau (“NCRB”), an agency that manages crime data for the police.

The CCTNS platform interlinks around 16,390 police stations across the country, and creates a centralised database of crime and criminal related information – such as FIRs and details of investigations, criminal images, and fingerprints, which are collected through the respective states’ CCTNS databases. All state police are reportedly required to file FIRs in the CCTNS. In addition to the state police, in March 2022, the Union Home Minister proposed that data from Union Government agencies such as the CBI, the Narcotics Control Bureau, and the National Investigation Agency should be integrated with the CCTNS as well.

The CCTNS platform interlinks around 16,390 police stations across the country, and creates a centralised database of crime and criminal related information – such as FIRs and details of investigations, criminal images, and fingerprints, which are collected through the respective states’ CCTNS databases. All state police are reportedly required to file FIRs in the CCTNS. In addition to the state police, in March 2022, the Union Home Minister proposed that data from Union Government agencies such as the CBI, the Narcotics Control Bureau, and the National Investigation Agency should be integrated with the CCTNS as well.

The objectives of the CCTNS include (i) the computerisation of the police process (e.g. FIRs, fines, and investigations); (ii) facilitating pan-India search on national databases for crime and criminal records to assist in criminal investigations; and (iii) sharing such data amongst police stations, courts, prisons, prosecution, and forensics departments as part of the Interoperable Criminal Justice System.
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This sharing of data across different branches of the criminal justice system is meant to enable courts and police stations to receive updates about judicial processes in real time. Thus, courts will get notified about FIRs and prosecutorial updates, while the police will get notified about judicial processes such as remand and bail decisions.\textsuperscript{426} Access to the Interoperable Criminal Justice System dashboard has been provided to Union Government agencies including the National Intelligence Agency, the Narcotics Control Bureau, the CBI, and the NCRB.\textsuperscript{427}

The data protection, data storage, and retention policies of the CCTNS database have not been made publicly available, and do not have specific statutory authorisation. While CCTNS enables easier access to information for investigative agencies and state police across the country, it is unclear whether procedural safeguards or checks and balances are in place. CCTNS follows a principle of centralised planning and decentralised implementation,\textsuperscript{428} which means that ensuring the safeguarding of data on storage, retention, use, and disclosure are left to the discretion of investigative agencies.

**Automated facial recognition systems**

The CCTNS lays the base layer framework on which surveillance through automated facial recognition systems (“AFRS”) takes place.\textsuperscript{429} For instance, in the state of Telangana, the images captured through CCTV cameras are compared against the CCTNS database.\textsuperscript{430} Similarly, CCTV cameras have been deployed widely in cities such as New Delhi, Hyderabad, and Chennai.\textsuperscript{431} Extensive use of CCTV cameras coupled with facial recognition technology, linked to criminal databases, contribute to the mass surveillance of citizens without any legal basis or procedural safeguards.

---
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In 2019, the NCRB released a Request for Proposal for an AFRS for use by the police in India.\(^432\) According to the Request for Proposal, the AFRS will help in “automatic identification and verification based on digital images, photos, digital sketches, video frames and video sources by comparison of selected facial features of the image from the existing crime and criminal databases.”\(^433\) AFRSs have been pitched as helpful in facilitating criminal investigations and detection of criminals and helping in identifying missing persons, unidentified dead bodies and unknown children or persons.

AFRSs reportedly operates by using image and visual biometric and facial data from various sources such as police stations’ records, including the CCTNS database, to find matches.\(^434\) This database is intended to be searchable and enable matching, linking and verification of facial images, and also include metadata.\(^435\) It is supposed to have the technical capability of matching facial images regardless of ‘modified facial features’ such as through plastic surgery or makeup.\(^436\) It is also required to be compatible with the National Automated Fingerprint Identification System.\(^437\)

Importantly, while the original Request for Proposal had indicated that the AFRS would be fed with data from CCTV, newspapers and ‘data sent by people’,\(^438\) this requirement appears to have been dropped in the revised Request for Proposal released subsequently.\(^439\) The revised Request for Proposal now specifically states that ‘this project does not involve installation of CCTV cameras nor will it connect to any existing CCTV camera anywhere’.\(^440\) Therefore it is unclear what data the AFRS will be comparing against the CCTNS database. The revised Request for Proposal indicates that access to the AFRS will be given to Union Government agencies, such as the NCRB, as well as state agencies like the police.\(^441\)
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Despite the Request for Proposal suggesting that AFRSs will not be connected to CCTV cameras, one of the few known use cases of AFRS is in fact by the Delhi police who reportedly used it to screen crowds, especially in protest gatherings, to create a photo database that can be used for routine criminal investigations.

As per news reports, the Delhi police has taken video footage of crowds at protest events with drones, and used this footage to create a dataset of ‘select protesters’, ‘habitual protesters’, and ‘rowdy elements’. It has also been reported that while the initial focus of AFRS was on maintaining security during public events with large gatherings such as Independence Day, it soon expanded to other law and order purposes.

Lack of legislative authorisation

CCTNS was approved by the Cabinet Committee on Economic Affairs in 2009, and the AFRS was approved by the ‘CCTNS Cabinet Note of 2009’. Neither is supported by an anchoring legislation that authorises the deployment of facial recognition, and therefore, neither is likely to pass the test of legality in Puttaswamy. Cabinet notes are not legal authorisations that can justify the restriction of fundamental rights.

In December 2021, the Minister of State for Home Affairs informed Parliament that facial recognition is regulated by the IT Act, even though no specific provision of the IT Act regulates facial recognition. To the extent that the IT Act regulates facial recognition, it is through its classification of facial recognition data as sensitive personal data, under Section 43A and the IT (Reasonable security practices and procedures and sensitive personal data or information) Rules, 2011. However, these Rules and Section 43A apply to private entities and do not apply to the government, and hence, cannot be relied upon to suggest statutory authorisation for government collection of facial images and facial data of citizens.

It is also unclear whether facial recognition technology satisfies the standards of accessibility and foreseeability, essential requirements to satisfy the test of legality. For example, the U.K. Court of Appeal struck down the use of facial recognition technology by the Southwest Police in R vs. Ed Bridges, even though the U.K. had enacted the Data Protection Act, 2018; a

---
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Surveillance Camera Code of Practice; and local policies on the ground. The Court held that
the use of facial recognition failed the foreseeability and accessibility test, observing:449

The first is what was called the ‘who question’ at the hearing before us. The second is the ‘where question’. In relation to both of those questions too much discretion is currently left to individual police officers. It is not clear who can be placed on the watch-list nor is it clear that there are any criteria for determining where AFR can be deployed.

At the time of writing, India has not adopted a data protection legislation, and the proposed legislation released by MEITy exempts the government and its agencies from data protection obligations on very broad grounds.450 Further, there is limited transparency and no anchoring legislation that governs the use of AFRS in India.

3. **NATIONAL IDENTITY AND AADHAAR**

Countries across the world have begun deploying technology solutions for easy identification, authentication, and verification of individuals for various purposes. India is no exception, with the country seeking to develop a comprehensive digital ID system (a ‘Unique ID’) since 2009-10.451

Although identity systems and registers existed even in the pre-digital era (such as the Population Census, National Population Register, and the National Register of Citizens), the advent of digital technologies enabling the capturing of unique biometric data encouraged the government to supplement and effectively substitute the older identity systems with digital technology. Biometrics are unique biological identifiers in humans, such as fingerprints, iris scans, and even facial features of an individual, and are considered unique to each individual.452

In 2009-2010 the Government of India introduced the Aadhaar scheme as a unique identification project, administered by the Unique Identification Authority of India, for all residents of the country. The stated purpose of the project was to reduce wastage in public welfare schemes by weeding out duplicates and individuals who have passed away.453
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A project aimed to enrol the entire population of the country by collecting demographic data (name, date of birth, address) and capturing biometric data (fingerprints, iris scans and photographs). After such enrolment, a unique ID number was issued along with an Aadhaar card to each individual. The biometric data was then to be used to authenticate and verify the identity of the beneficiaries of public welfare schemes.

Although Aadhaar is voluntary, it is mandatory for those residents who file income tax and those who access government welfare subsidies, benefits, or services. The Aadhaar Act and the accompanying regulations regulate the storage and sharing of biometric and demographic information, and the manner and purpose of using such data.

In the *Aadhaar Judgement*, the Supreme Court struck down a portion of Section 57 of the Aadhaar Act, which permitted private companies to access the Aadhaar database and verify the identity of individuals. However, subsequent to this, when the Union Government amended the Act in 2019, the Government permitted private entities to verify users’ identity with Aadhaar numbers on a voluntary basis, provided that they complied with privacy safeguards. This amendment has since been challenged before the Supreme Court.

The establishment and provision of national identity numbers (or Aadhaar numbers) to residents in India has resulted in the creation of the world’s largest centralised database of personal data – the Central Identities Data Repository – which includes sensitive personal biometric data. In fact, one of the grounds for challenging the constitutionality of the Aadhaar Act was that it enabled the creation of a surveillance State, where every resident could be kept under surveillance by linking everyday activities, such as banking and telecom, to their Aadhaar number.

The petitioners also challenged the seeding of Aadhaar in several distinct databases, which would result in the aggregation of data silos, enabling the State to create accurate and complete profiles of individuals and thereby violate their privacy. Finally, the petitioners argued that records about authentication of Aadhaar numbers and other identity information could enable
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tracking and surveillance of individuals, and reveal information about their geographic location.\footnote{462}{K S Puttaswamy (Aadhaar 5J) v Union of India (2019) 1 SCC 1 [164] (Sikri J).}

However, the majority opinion in the \textit{Aadhaar Judgment} rejected these submissions and held that the Aadhaar scheme did not result in the creation of a surveillance State, nor did it help the State create profiles of individuals (simply on the basis of their identity information).\footnote{463}{K S Puttaswamy (Aadhaar 5J) v Union of India (2019) 1 SCC 1 [931].} In his dissent, Chandrachud J. disagreed with this conclusion, holding that the “architecture of Aadhaar poses a risk of potential surveillance activities through the Aadhaar database.”\footnote{464}{K S Puttaswamy (Aadhaar 5J) v Union of India (2019) 1 SCC 1 [1539] (Chandrachud J).} He noted that “when Aadhaar is seeded into every database, it becomes a bridge across discreet data silos, which allows anyone with access to this information to re-construct a profile of an individual’s life. This is contrary to the right to privacy and poses severe threats due to potential surveillance.”\footnote{465}{Jean Dreze, ‘Dissent and Aadhaar’ (\textit{The Indian Express}, 8 May 2017) <https://indianexpress.com/article/opinion/columns/dissent-and-aadhaar-4645231/> accessed 26 May 2022; Vrinda Bhandari and Renuka Sane, ‘A Critique of the Aadhaar Legal Framework’ (2019) 31 National Law School of India Review 1; Usha Ramanathan, ‘Privacy Activist Usha Ramanathan On How Aadhaar Has Taken Over Our Lives’ (\textit{HuffPost}, 26 September 2019) <https://www.huffingtonpost.in/entry/one-year-after-aadhaar-judgement-we-are-still-not-listening_in_5d8bb628e4b0ac3cdda24659> accessed 26 May 2022.}


These concerns of surveillance, particularly of linking Aadhaar data, also seem to be borne out by recent reports regarding the linking of Aadhaar data with various programs. For instance, there have been multiple ground reports about India’s ‘CoWin’ (COVID-19) vaccination portal being allowed to use Aadhaar data without proper notice or consent from the individuals.\footnote{467}{The Election Laws (Amendment) Act, 2021, s. 4.}

More recently, in December 2021, the Union Government amended the Representation of People Act, 1951 to facilitate the linking of an individual’s Aadhaar number with their electoral roll data if it is ‘required’.\footnote{468}{The Election Laws (Amendment) Act, 2021, s. 4.} The amendment states that an individual’s name cannot be deleted from the electoral roll, nor can an individual be denied inclusion on the voter roll solely due to...
their inability to provide their Aadhaar number.\footnote{The Election Laws (Amendment) Act, 2021, s. 4.} However, to avoid being excluded from the electoral roll, individuals must demonstrate “such sufficient cause as may be prescribed” as to why they are unable to provide their Aadhaar identity.\footnote{The Election Laws (Amendment) Act, 2021, s. 4.} The accompanying regulation to this amendment have not yet been prescribed, so there is no clarity on what may be considered a “sufficient cause” for not sharing one’s Aadhaar identity.

4. **National Health Stack**

The NITI Aayog, the Government’s premier think-tank, released a consultation paper about a proposed National Health Stack (“NHS”) that would serve as the base for a digital health technology ecosystem. The National Health Stack is envisaged as a platform that would “seamlessly link to support national health electronic registries, a coverage and claims platform, a federated personal health records framework, a national health analytics platform as well as other horizontal components.”\footnote{NITI Aayog, ‘National Health Stack: Strategy and Approach’ (2018) <https://niti.gov.in/writereaddata/files/document_publication/NHS-Strategy-and-Approach-Document-for-consultation.pdf> page 11} The base data for the platform would consist of individual health records that would be logged at primary health care centres in rural and urban areas.

The NHS is intended to help the government’s flagship initiative for achieving universal health coverage, the Ayushman Bharat Yojana, and is meant to facilitate seamless data portability and access, so people can be covered and receive health care anywhere in the country. Thus, the National Health Stack is envisaged as a ‘set of building blocks’ that is essential for healthcare service delivery as a common public goods.\footnote{NITI Aayog, ‘National Health Stack: Strategy and Approach’ (July 2018) <https://niti.gov.in/writereaddata/files/document_publication/NHS-Strategy-and-Approach-Document-for-consultation.pdf> page 11}

The NHS consists of:

- National Health Electronic Registries, a master health data set for the nation;
- a Coverage and Claims platform, a platform to support and expand government health insurance schemes and facilitate fraud detection;
- a Federated Personal Health Records Framework, to facilitate access to personal health data by patients, as well as make it available for medical research;
- a National Health Analytics Platform for initiatives such as predictive analytics to support smart health policy making; and
The Digital Health ID is meant to provide voluntary unique identification for every user participating in the system. Enrolment can take place using government issued IDs such as Aadhaar, and once an individual is enrolled, the Digital Health ID can be used to access services. A potential area for concern is that the project contemplates interlinking the Digital Health ID and Aadhaar, since the document also states that even without the Digital Health ID, a user can be identified and verified using their Aadhaar if necessary, for the purposes of accessing services.\textsuperscript{474}

There are numerous privacy issues in the proposed National Health Stack and Digital ID. To begin with, the absence of clear guidelines regarding data anonymization and utilisation may potentially imperil the privacy of the patient. Without an authorising legal framework, data protection law or data protection authority in place, there are few privacy safeguards to protect individuals from misuse.\textsuperscript{475} While the NHS Blueprint (the architectural document for the implementation of the NHS) states that patient data will be anonymized at the time of sharing with Health Data Fiduciaries, it does not place any restrictions on how private entities may use this data or explain how this anonymization process will take place.\textsuperscript{476}

Moreover, the NHS Blueprint states that user consent will be obtained – either through One Time Passwords or Aadhar verification. Although this requirement is a step in the right direction, the Government must ensure that the consent given is ‘informed consent’. That means making sure that patients are properly aware of the risks associated with disclosing their health data.

Finally, the NHS Blueprint envisions the development and use of Application Programming Interfaces (APIs) by service providers. This approach poses a threat to user privacy as there have been numerous instances where sensitive data has been leaked through unsecured APIs.\textsuperscript{477}

There are further associated security concerns with storing the health data of Indians on the NHS, including a risk to national security.\textsuperscript{478} Therefore, it is essential to integrate checks and
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balances into the NHS to ensure patient data is protected and concerns of profiling, surveillance, and misuse of sensitive health data are addressed.

5. **NATIONAL E-TRANSPORT PROJECT**

The purpose of the National E-Transport Project is three-fold: (i) digitize existing manual information on vehicle registration and drivers’ licenses in Road Transport Offices all across the country; (ii) automate and deploy standardized software across India for such vehicle registration and drivers’ licenses; and (iii) compile these databases of registrations and licenses into a state registry and a national registry. As a part of its mission statement, the National E-Transport Project also aims to introduce a smart card system for recording and authorising the inter-state movement of transport vehicles.

A significant consequence of the National E-Transport Project was the development and popularisation of databases like *Vahan* (for vehicular registration) and *Sarathi* (for driving licenses). *Vahan* provides easy access to any individual who wishes to verify details of a vehicle with its license plate, including any outstanding payments, challans, or if it is stolen property. However, the mass centralisation and open access nature of data on *Vahan* creates a potential for surveillance and misuse.

For instance, there were many reports that during the Delhi riots in 2020, *Vahan* was used to selectively identify and vandalize vehicles belonging to the Muslim community. Subsequently, the Ministry of Road Transport and Highways informed the media that it was working to partially conceal the names of vehicle owners on the *Vahan* database.

---


The Ministry of Road Transport & Highways released a Bulk Data Sharing Policy in 2019, that contemplated sharing anonymised data with investigative agencies and private entities such as automobile industries, banks, and finance companies. Under this policy, access to the Vahan and Sarathi databases had been shared with various law enforcement agencies, the Home Ministry, finance, insurance and freight organisations, and automobile manufacturers, which generated stated revenues of over ₹ 100 crores for the Union Government.

The policy was criticised on various privacy-related grounds, including because it enabled the triangulation of data (by linking the Vahan or Sarathi database with other datasets), thus permitting the identification of individuals – which could result in discrimination such as an increase in insurance premiums.

Although it was intended to support the transport and automobile industry, the policy was recalled by the Ministry in June 2020, citing reasons of potential misuse of personal information and privacy concerns. While this is a welcome move, the surveillance risks from Vahan and Sarathi still exist.

More worryingly, the Union Government has clarified that although the Bulk Data Sharing Policy had been discontinued, there is no proposal ‘under consideration’ for seeking the deletion of the data that had already been shared with, or collated by private entities. Other privacy concerns have also been raised regarding the new FASTag system, which centralises all data collection with the Union Government and banks, captures photographs, and links vehicle data with bank accounts.

---
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6. **DIGI YATRA**

Digi Yatra is an initiative by the Ministry of Civil Aviation that emerged out of the need to digitise passenger air travel for maximising efficiency. The Digi Yatra project is a voluntary facial recognition tool for quick identification of passengers for air travel, by linking facial recognition with the ticket and the boarding pass of a passenger. Digi Yatra is intended to transform air travel by eliminating the requirement of a ticket, boarding pass, or an identity document at various check points inside the airport. This system is meant to reduce queue times, enable faster and simpler processing, and make the process seamless, paperless, and hassle free. As per the Ministry of Civil Aviation, the first phase of Digi Yatra is planned to be implemented at Kolkata, Varanasi, Pune, Vijayawada, Bangalore, Delhi, and Hyderabad Airports by March 2023.

The service will be operated by way of a Common Digi Yatra Platform, to be built like a shared national infrastructure with offering services such as enrolment, authentication, consented profile sharing, and accessibility for airports and applications to integrate on the platform. The long-term goal of the project is to integrate digital and biometric solutions in the process of entering and leaving airports. Passengers have the option of linking their Aadhaar numbers to airlines for faster airport entry and automated check-ins.

While Digi Yatra is currently voluntary, there is a concern that the two-tiered model of services provided will actively encourage passengers to link their Aadhaar and consent to facial recognition, without fully realising or being informed of the risks of providing such sensitive personal information to the State.

7. **CRIMINAL PROCEDURE (IDENTIFICATION) ACT, 2022**

In April 2022, India adopted the Criminal Procedure (Identification) Act, 2022. The Act empowers the government to collect “measurements” from any persons who have been arrested for an offence, detained under a preventive detention statute, or convicted of an offence.
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“Measurements” can include “finger impressions, palm-print impressions, foot-print impressions, photographs, iris and retina scan, physical, biological samples and their analysis, behavioural attributes including signatures, handwriting.” However, only individuals who have been arrested for offences against women or children or offences punishable by imprisonment for more than seven years are compelled to provide biological samples.

The NCRB can collect, store, process, and share the information collected for the purposes of crime prevention, detection, investigation, or prosecution. Records may be stored for up to seventy-five years from the date of collection. However, where a person who had their “measurements” recorded has: (i) not been previously convicted of an offence; (ii) and is released without trial (or discharged or acquitted); their records may be destroyed unless a court (for reasons recorded in writing) directs otherwise.

The collection of personal data such as fingerprints and retina scans for the purpose of identifying individuals is an interference with individual privacy, and therefore, like the other measures discussed here, must satisfy the test of proportionality. Experts have characterised the Act as disproportionate, particularly due to: (i) the broad range of individuals who could have their “measurements” taken, even where the taking of such “measurements” has no nexus with crime prevention; and (ii) the extended time for which the information may be retained by the State. They also note that in the absence of a data protection law, the potential for the misuse of such personal data is high.
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